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This docunent is heavily |l everaged froman Internet-Draft devel oped for the | ETF
PTOPO wor ki ng group. The original draft, titled draft-ietf-ptopom b-pdp-03.txt,
and aut hored by Andy Biernan and Keith MCl oghrie has expired and has not been
renewed nor forwarded on for RFC status by the | ETF working group. The origina
PTOPO Di scovery Protocol is a product of the IETF PTOPOM B Wor ki ng

G oup.

The intention of this document is bring forward rel evant text and concepts from
the original draft as input into a proposed work itemto devel op a standard
di scovery protocol within the | EEE 802.1 worki ng group

Abstract

Thi s docunent defines a protocol, and a set of managenent objects for use with
| EEE 802 devices. |In particular, it describes a physical topology discovery
prot ocol and nanaged objects used for managi ng the protocol. The protocol is

not restricted fromrunning on non-802 nedia, however, a specification of this
operation is beyond the scope of this document.

Overview

There is a need for a standardi zed way of representing the physical network
connections pertaining to a given managenment domain. A standardi zed di scovery
mechanismis also required to increase the likelihood of nulti-vendor

i nteroperability of such physical topology managenent information. It is also
desirable to discover certain configuration inconsistencies or assunptions that
may result in inpaired comunication or network mal function at higher |ayers.
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Thi s docunent specifies a discovery protocol, suitable for use with the Physica
Topol ogy M B [ RFC2922] .

Terms

Sone terns are used throughout this docunent:
SNVP Agent

This termrefers to an SNWP agent co-located with a particular LLDP Agent.
Specifically, it refers to the SNVP Agent providing LLDP MB, Entity MB,
Interfaces M B, and possibly PTOPO M B support for a particular chassis.

LLDP Agent

This termrefers to a software entity which inplenents the Link Layer
Di scovery Protocol for a particular chassis.

NVS
This termrefers to a Network Managenent System capable of utilizing the
i nfornati on gathered by LLDP and the PTOPO M B.

Link Layer Discovery Protocol

This section defines a discovery protocol, suitable for supporting the data
requi renents of the PTOPO M B [ RFC2922] and capabl e of advertising device
i nformati on to peer devices on the same physical LAN

The Link Layer Discovery Protocol (LLDP) is a nedia i ndependent protoco

i ntended to be run on all |IEEE 802 devices, allowing a LLDP agent to |learn

hi gher | ayer managenent reachability and connection endpoint information from
adj acent devi ces.

LLDP runs on all 802 nedia. Additionally the protocol runs over the data-link
layer only, allowing two systems running different network | ayer protocols to
| earn about each other.

Architecturally, LLDP runs on top of the uncontrolled port of an 802 MAC client.
LLDP may be run over an aggregated MAC client as specified by Std. 802.3, 2000
Edition Cl ause 43, but nust run over the physical MAC client. It may be
desirable for stations to prohibit the transm ssion of LLDP PDUs over the
uncontrolled port until the controlled port has been authorized, but this is not
a requirenent. The spanning tree state of a port does not effect the

transm ssion of LLDP PDUs.

The LLDP protocol is essentially a one-way protocol. Each device configured
with an active LLDP Agent sends periodic messages to the Slow Protocols
mul ti cast MAC address as specified by Std 802.3, 2000 Edition Annex 43B. The
devi ce sends the periodic nessages on all physical interfaces enabled for LLDP
transm ssion, and listens for LLDP nessages on the sane set on interfaces. Each
LLDP nessage contains information identifying the source port as a connection
endpoint identifier. It also contains at |east one network address which can be
used by an NVB to reach a nanagenent agent on the device (via the indicated
source port). Each LLDP nessage contains a configurable tine-to-live val ue
which tells the recipient LLDP agent when to discard each el enent of | earned
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topol ogy infornation. Additional optional infornmation may be contained in LLDP
PDUs to assist in the detection of configuration inconsistencies.

The LLDP protocol is designed to advertise information useful for discovering
pertinent information about a renote peer and to popul ate topol ogy nanagenent

i nformation databases such as RFC2922. It is not intended to act as a
configuration protocol for renote devices, nor as a nechanismto signal control
i nformati on between peers. During the operation of LLDP it nmay be possible to
di scover configuration inconsistencies between devices on the sane physical LAN
This protocol does not provide a nmechanismto resolve those inconsistencies,
rather a means to report discovered information to higher |ayer managenent
entities. Acting upon discovered information typically requires carefu
consideration and is clearly out of the scope of this docunent.

Frame Encapsulation

An LLDP PDU is encapsulated within an 802 frane that corresponds to frane
formatted to nmeet the requirenents of an 802 Slow Protocol as defined by Std
802. 3, 2000 Edition, Annex 43B. The format is shown in the follow ng figure:

0 1 2 3

01234567890123456789012345678901
i i SR S e i i e e S S S i i
| Sl ow Protocols Milticast DA |
B T aT e T S e S O S S T S T i sl S S S o S S S S 3
| Mul ticast DA (cont) | Station SA |
i i SR S e i i e e S S S i i
| Station SA (cont) |
i i SR S e r i s i i i SR S S R S S S
| Sl ow Protocol s Type | Subt ype reserved |
B T aT e T S e S O S S T S T i sl S S S o S S S S 3
| LLDP PDU Message |
D i SR S et i i i SR SR R S S S

[ figure 1 — Slow Protocols LLDP Message Fornmat ]
The Sl ow Protocol encapsul ation has the followi ng fields:
Sl ow Protocols Milticast DA
The Sl ow Protocols Milticast destination address is 01-80-C2-00-00-02.
This address is within the range reserved by |1SQO | EC 15802-3 (MAC Bri dges)
for link-constrained protocols and will not be forwarded by confornant MAC
bri dges.

Station SA
The source MAC address of the sending station

Sl ow Protocols Type
The Sl ow Protocols Type field encoding of the Length/ Type field is 88-09

Subt ype
The Sl ow Protocols Subtype field is TBD

Al reserved fields shall be set to zero.

Paul Congdon — IEEE 802.1 Page 3 5/21/2002 — Edinburgh Interim



LLDP Message Format

The basic LLDP protocol data unit consists of a header, followed by a variable
nunber of Type-Length-Value (TLV) attributes. A single LLDP PDU is transmtted
in a single 802 nmedia frane.

LLDP Header Format

The LLDP header is a 4 byte header, in network byte order, containing 3 fields,
as shown in figure 2:

0 1 2 3
01234567890123456789012345678901
B e T ik i i i S S T R T S S S S S S S S S S S S i

| Version | Fl ags | Tinme To Live
B T aT e T S e S O S S T S T i sl S S S o S S S S 3

[ figure 2 -- LLDP Message Format |

The LLDP header contains the follow ng fields:

Ver si on
The LLDP protocol version nunber, set to 0x01 for this version of the
pr ot ocol

FlI ags

The LLDP flags field provide for future header extensions and keep the
header word-aligned for easier processing. No flag definition bits are
defined at this tine. This field nust be set to zero in all version 1 LLDP
nessages.

Time to Live
The nunber of seconds the information in this LLDP nessage should be
regarded as valid by the recipient. Agents of the PTOPO M B nust not
return MB informati on based on expired LLDP nessages. The valid range is
0 to 65535 for this field.

<<Message Number >>
<<l have a note to add a nessage nunber to the frane to assist in
detecting anonalies. |I'’mnot exactly sure how this would work and what
the anomaly detection scheme would be. M assunption is that we would
simply increment the message nunber on each transmi ssion, and ignore
nmessage that appeared to be old — taking care for the sequence nunber

wr appi ng case. | guess the nessage nunber woul d be reset every tine the
protocol was restarted. — comments?>>
TLV Format

Fol  owi ng the LLDP header are a variabl e nunmber of TLVs, depending on
i mpl enentati on and nmaxi num nessage size. See figure 3 for TLV field
| ayout .

A 2 byte type field identifies the specific TLV, and a 2 byte length, in octets,
i ndicates the length of the value field contained in the TLV. A TLV shal
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al ways start on a 4 octet boundary. Pad octets are placed at the end of the
previous TLV in order to align the next TLV. These pad octets are not counted
inthe length field of the TLW

0 1 2 3

01234567890123456789012345678901
S S T M S g S S S S S g S S S S
| Type | Length |
B T aT e T S e S O S S T S T i sl S S S o S S S S 3

0
01234567
B I S S T o
| Value byte 0 | ... repeated through val ue byte[Length-1]

e e h
[ Figure 3 - TLV Format ]

The header fields are defined as foll ows:

Type
The integer value identifying the type of information contained in
the val ue field.

Length
The length, in octets, of the value field to follow

Val ue

A variable-length octet-string containing the instance-specific
information for this TLV.

Standard TLV Definitions

The mandatory LLDP TLVs allow for a LLDP agent to support the PTOPO M B
for connections termnating on the local chassis. Optional TLVs allow for
vendor specific extensions.

The follow ng table sunmarizes the TLVs defined in this document.

Fomm - S o o e +
| Type | TLV Nane | Exanpl e Usage |
Fommm o - o e e e e oo - o m e e e e e e e e e e e e e e a o +
| 1 | Chassis ID | { chasldlfAlias(2), |
| | | "acme. rgl- sw. 0000c07cf 297" } |
Foo - S o e el +
| 2 | Port ID | { portidifAlias(1l), "eth0/0/0" } |
Fommm o - o e e e e oo - o m e e e e e e e e e e e e e e a o +
| 3 | Mgnt Address | { ipV4(l), 4, '0x01020304' } |
Fomm - S o o e +
| 4 | PVID | { 2030 ) |
Foo - S o e +
| 5 | O her PVIDs | { ‘0 ) |
Fommm o - o e e e e oo - o m e e e e e e e e e e e e e e a o +
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S o e e oo T +
| 7 | Capabilities | { ‘0x00001100’)

Fommm o - o e e e e oo - o m e e e e e e e m e e e e e e e e +
| 8 | Version | { “F.04.09")

S o e e oo T +
| 9 | Vendor Specific | { VendorID, 'vendor specific’)

Fommm o - o e e e e oo - o m e e e e e e e m e e e e e e e e +

[ Figure 4 - TLV Sunmary ]

Chassis ID
The Chassis IDis a mandatory TLV which identifies the chassis conmponent
of the endpoint identifier associated with the transmtting LLDP agent.

0 1 2 3
01234567890123456789012345678901
e I T S S S e T w T S S S S e i O Th i o e

| Type = 0x1 | Length |
B e L i i i i o i T S S S S S it St S S S S S s o -
| Chassis I D Type | Chassis ID String

B T aT e T e e S S T S i S S S T T st s it S S
[ Figure 5 — Chassis ID TLV Fornat ]
The Chassis ID fields are defined as fol |l ows:

Chassis I D Type
This field identifies the format and source of the chassis
identifier string. It is an enunerator defined by the
Pt opoChassi sl dType obj ect from RFC2922

Chassis ID String
The binary string containing the actual chassis identifier for this
device. The source of this field is defined by PtopoChassisld from

RFC2922.
Port 1D
The Port IDis a mandatory TLV which identifies the port conponent of the
endpoint identifier associated with the transmtting LLDP agent. |If the

specified port is an | EEE 802. 3 Repeater port, then this TLV is optional

0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S SURT S SEp S S S S S SR S i

| Type = 0x2 | Length |
B T aT e e e e S e ST S o I i S S N T s
| Port I D Type | Port ID String .

S S S g S S S S S S S S S
[ Figure 6 — Port ID TLV Format ]
The Port ID fields are defined as fol |l ows:

Port 1D Type
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This field identifies the format and source of the port identifier
string. It is an enunerator defined by the PtopoPortl|dType object
from RFC2922

Port ID String
The binary string containing the actual port identifier for the port
which this LLDP PDU was transnitted. The source and format of this
field is defined by PtopoPortld from RFC2922.

Managenent Address
The Managenent Address is a nmandatory TLV which identifies a network
address associated with the I ocal LLDP agent, which can be used to reach
the agent on the port identified in the Port ID TLV. The value field of
this TLV has the followi ng record formt:

0 1 2 3
01234567890123456789012345678901
e T S S S T S T S i i S S S 8

| Type = 0x3 | Length |
T S i s Sl S S i Sl SN R gy
| | ANA AddressFanmi |y | Address Length
I S S i T it N S S S S A U g
0
0123456789 .....
I S S S I T s i sl N SRR SR S
| Addr byte 1 | - | Addr byte N
R R C R T o R R E T T S i S e

[ Figure 7 -- Managenent Address TLV Fornat ]
The Managenent Address fields are defined as foll ows:

| ANA Address Fam |y
The enunerated value for the network address type identified in this
TLV. This enuneration is defined in the “Assigned Nunbers” RFC
[ RFC3232] and the ianaAddressFani| yNunbers obj ect.

Address Length
The nunber of octets contained in the address string to foll ow.

Addr ess

The binary string containing the network management address for this
TLV.

PVI D
The PVID TLV (Port VLAN Identifier) is an optional TLV which identifies
the VLAN identifier associated with untagged or priority tagged frames
received on the port as specified in | EEE 802.1Q 1998. In some cases the

sendi ng devi ce may not know or support the PVID as defined in | EEE 802. 1Q
1998.

0 1 2 3
01234567890123456789012345678901
B e T ik i i i S S i i T S S S S i S A R e e o o
| Type = 0x4 | Length = 0x4 |
B e T ik i i i S S i i T S S S S i S A R e e o o
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PVI D | reserved
B e e L m i i i i o S i Sk S S S S S &

[ Figure 8 — PVID TLV Format ]

The PVID TLV fields are defined as foll ows:

PVI D
The Port VLAN ldentifier for the port. It defined by the dotlgPvid
obj ect from RFC2674. A value of 0 shall be used if the device
ei t her does not know the PVID or does not support port based VLANs
per the operation of |EEE 802.1Q 1998.
O her PVI Ds

The Oher PVIDs TLV is an optional TLV which identifies if the port has
additional PVIDs defined for the port. Additional PVIDs nmay only be used
when cl assification nethods other the Port Based VLAN classification are
used on the port (e.g. Port and Protocol VLAN classification as defined by
802. 1v).

0 1 2 3
01234567890123456789012345678901
T T T o S T T S i i U S S 8

| Type = 0x5 | Length = 0x4 |
I S S i T Sl S S i Sl SN SRR Sy
| O her PVI Ds | reserved |

S S S g S S S S S S S S S
[ Figure 9 — Oher PVIDs TLV Format ]
The Ot her PVIDs TLV fields are defined as foll ows:

O her PVI Ds
A Bool ean val ue indicating that additional PVIDs have been
configured for the port. A value of 0 indicates FALSE

Li nk Dupl ex
The Link Duplex TLV is an optional TLV which identifies the duplex setting
of the MAC connected to the physical medium In sone 802 networks, it is
possi ble for MAC entities to be connected to the sane physical |ink, but

with different duplex settings, resulting in inpaired conmunication.

0 1 2 3
01234567890123456789012345678901
T i T S S S ik s S SR SR S S R I SR S SR S

| Type = 0x6 | Length = 0x4 |
T i S e s i i e S e e T h s
| Dupl ex | reserved |

B T T ST S T o i S e e s a1l I S SR S S A
[ Figure 10 — Link Duplex TLV Format ]
The Link Duplex TLV fields are defined as foll ows:
Dupl ex

The current duplex status of the MAC. For 802.3 MACs this field is
defined by the dot3StatsDupl exStatus object from RFC2665. O her
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MACs shall confirmto the 802.3 list of choices which include:
1=unknown, 2=hal f Dupl ex, 3=ful |l Dupl ex.

Capabilities
The Capabilities TLV is an optional TLV which identifies the capabilities
of the device and its prinmary function. It is intended to inprove the
di scovery of nmmnaged services on the device

0 1 2 3

01234567890123456789012345678901
T i T S S i T S i i SN SR S S S i S SER N S S

| Type = 0Ox7 | Length = 0x4 |
B T aT e T S e S O S ST S Tl ai T aTei ST S S S S S 3
| Capabilities | reserved |

D i SR S e t i ks s i i S S S S S S S
[ Figure 11 — Capabilities TLV Fornat ]
The Capabilities TLV fields are defined as foll ows:

Capabilities
A bit nap of capabilities defining the primary function of the
device. The capabilities are defined by the sysServices object in
RFC 1213.

<< NOTE: This is not really sufficient as it has a single bit for
each |l ayer of the OSI nodel and the bits tend to have | ess neaning
the further up the stack. It doesn't really provide nany hints on
where to start managi ng the device. Sonething nore useful would
narrow the scope to sonething at and below L3 — Consider bits for
port is in an aggregation, Spanning Tree is supported, VLANs are
supported, L3 routing is supported, etc... | suggest the follow ng
alternative for discussion:

* PortAccessControl Enabl ed
« PortlnAggregation

* PVI DEnabl ed

* Port AndPr ot ocol PVI DsEnabl ed
 TaggedVLANsEnabl ed

e L2Forwardi ng

e SourceRout eBri dgi ng

e Spanni ngTr eeEnabl ed

e | GWPSnoopi ngEnabl ed

* L3Forwarding

e L3Multicast Forwardi ng

e Hi gherLayer Forwardi ng

* NonForwardi ngSt ati on

Ver si on
The Version TLV is an optional TLV which uses a display string to identify
product version information about the device.

0 1 2 3
01234567890123456789012345678901
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i i SR e r s s i i i SR S o S S S i
| Type = 0x8 | Length

B T aT e T S o e S S S e S o e it S S S S e T i 5
| Version String . . .

i i SR e r s s i i i SR S o S S S i

[ Figure 12 — Version TLV Fornmat ]
The Version TLV fields are defined as follows:

Ver si on
A string that identifies product version information for the device.
The string shall be | ess than 256 octets.

Vendor - Specific

This TLV is available to allow vendors to support their own extended
attributes not suitable for general usage. The information conveyed in
the TLV MJUST not affect the operation of the LLDP protocol and MJST conply
with the follow ng restrictions:
e Information transnitted in the TLV is intended to be a one-way
advertisenent. It nmust not solicit a response and nust not
provi de an acknow edgenent .

e Information transnitted in the TLV nust be independent from
infornation received in a TLV froma peer

LLDP agents not equipped to interpret the vendor-specific information sent
by other LLDP agents MJST ignore it (although it nay be reported). LLPD
agents which do not receive desired vendor-specific information SHOULD
make an attenpt to operate without it, although they may do so (and report
they are doing so) in a degraded node.

A sunmmary of the Vendor-Specific TLV format is shown below. The fields are
transmtted fromleft to right.

0 1 2 3
01234567890123456789012345678901
T S S i T i S DR DR S S e

| Type = 0x9 | Length

T S S S S SR R s Suits SN SR SR S
| Vendor-1d |
B T aT e T S o e S S S e S o e it S S S S e T i 5
| String..

S i S i sl SN DR SR S S

Vendor-1d
The high-order octet is 0 and the loworder 3 octets are the SM Network
Managenment Private Enterprise Code of the Vendor in network byte order, as
defined in the "Assigned Nunbers" RFC [ RFC3232].

String
The String field is one or nore octets. The actual format of the
information is site or application specific, and a robust inplenentation
SHOULD support the field as undistinguished octets. Miltiple
subattri butes MAY be encoded within a single Vendor-Specific TLV, although
they do not have to be.

Paul Congdon — IEEE 802.1 Page 10 5/21/2002 — Edinburgh Interim



Protocol Operation

An active LLDP Agent must performthe foll owi ng tasks:

transmit LLDP nessages

process recei ved LLDP nessages

mai ntain an i nstance of the LLDP MB

mai ntain an instance of the PTOPO M B

mai ntain appropriate ifEntry and/ or entPhysical Entry instances
i mpl enent ifAlias and/or entPhysical Alias M B objects

Protocol Initialization

Upon systemreinitialization, the follow ng tasks are perforned by the LLDP

agent :

Non-vol atile configuration for the LLDP MB is retrieved if applicable,
ot herwi se appropriate default values are assigned to all LLDP
configuration vari abl es.

I f LLDPAdmi nStatus is equal to 'disabled(2)', then LLDP initialization is
termnated (until such time that the LLDPAdni nStatus object is set to
"enabl ed(1)'), otherw se continue.

Internal (inplenmentation-specific) data structures are initialized such
that appropriate |ocal physical topology information and LLDP transm ssion
paraneters are set.

Message Encoding

This section does not assume a particular buffering strategy, and such details
are omtted.

Header

TLVs

Fi el ds
The version field is set to one (0x01).
The flags field is set to zero (0x00).

The tine-to-live field is set to the value obtained by the foll ow ng
fornmul a:

TTL = m n(65535, (LLDPMessageTxlnterval * LLDPMessageTxHol dMultiplier))

Each nessage nust contain one instance of each of the mandatory LLDP TLV
el ements. Additional TLV data el enents nmay be added as nmaxi num franme size
permts.
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The mandatory TLVs include: Chassis ID, Port ID (optional for repeaters)
and Managenment Address.

TLVs are always to be aligned on a 4 octet boundary.

Message Transmission

LLDP agents nust follow the rules for Slow Protocols transnission as defined by
Std 802.3, 2000 Edition, Annex 43B. |In addition to these rules, an active LLDP
agent must transnmit a LLDP nmessage out each appropriate port, once each nessage
interval, as deternined by the LLDPMessageTxlnterval M B object, subject to the
restriction of transmi ssion rules for Slow Protocols. Messages transnitted on
repeat er devices may be sent for each repeater backpl ane, once per nessage
interval. Actual transmission intervals should be jittered to prevent
synchroni zati on effects.

Note that the agent must suppress the transmi ssion of multiple LLDP nessages
during a single nessage interval, in the event nessage transni ssion cannot be
restricted to a single port, but rather a group of ports (e.g., a repeater
devi ce) .

In this case, a single port in the port group should be selected (in an

i mpl enent ati on-specific manner) to represent the port group. Note that an agent
i s encouraged to represent port groups as 'backplanes', in the entPhysical Table
of the Entity MB, rather than individual ports in either the Entity MB or
Interfaces M B.

Regardi ng the transm ssion of a single LLDP nessage, for the indicated physica
interface contained in the |l ocal system

The LLDP agent checks for the existence of a LLDPSuppresskEntry for the
port. If an entry exists then this port is skipped, otherw se continue.

The LLDP nessage is encapsul ated as appropriate for the port.

The MAC header is filled in with appropriate SA and DA and Et her Type
fields as defined above.

The frame is transnmitted or passed to a |lower layer for transm ssion

The LLDPStatsQutPkts counter is increnented for the indicated | ocal port.
Message Forwarding

As indicated by the operation of Slow Protocols, LLDP agents should not forward
LLDP nessages received on any port. However, sone devices, such as repeaters,
cannot exam ne each frame received on an interface or port. Such a device wll
all ow LLDP nmessages to be retransnitted on one or nore |local ports, and will
transmt its own LLDP nessages on those ports as well. These agents are terned
"forwardi ng' LLDP agents.

LLDP agents | ocated on devices which exam ne each franme before retransmtting it
(e.g., routers and bridges), are expected to process received LLDP nessages and
not retransnmt themon any local port. These agents are terned 'non-forwarding'

LLDP agents.
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An NMS may find physical topology information about the sane physical port,
represented by several LLDP agents. This may occur for one of several reasons,
including a m xture of forwardi ng and non-forwarding LLDP agents within a

net wor k.

Received Message Processing

An active LLDP agent nust process LLDP nessages received on each appropriate
port, as such nmessages arrive. Before LLDP specific receive rules are executed,
the frame is subject to the receive processing rules of Slow Protocols defined
in Std 802.3, 2000 Edition, Annex 43B

The followi ng sections refer to the reception of a single LLDP nessage, for the
i ndi cated physical interface contained in the |ocal system

Header Fi el ds

The LLDP nessage and the chassis/port indices associated with the receiving port
are retrieved.

The LLDP version and flags field are checked. The version should equal one
(0x01) and the flags should equal zero (0x00). |If not, the LLDPStatslnErrors
counter for the receiving port is increnented and processing is terninated;

ot herwi se conti nue.

TLVs

The TLV portion of the nessage is decoded. |If this portion of the LLDP nessage
is not properly encoded, as defined above, then the LLDPStatslnErrors counter
for the receiving port is incremented, and processing is term nated; otherw se
conti nue.

The list of TLV elenents is exam ned. The agent nust skip and i gnore PDU data
el ements unknown to the agent. |If any of the nandatory data el enents are

m ssing, then the LLDPStatslnErrors counter for the receiving port is

i ncrenented, and processing is term nated; otherw se continue.

The LLDPSt at sl nGoodPkts counter is increnented for the receiving port.

State Machines

The operation of the LLDP protocol can be represented with three sinple state
machi ne; a tiner state machine, a transmt state nachine and a receive state
machi ne.

The tiner state machine is trivial and sinply decrenents a txWen variabl e once
a second until zero. An exanple of such a machine is the Port Tinmers nachine in
| EEE 802. 1X

The transnit state nachine is responsible for sending the periodic LLDP nessages

as well as the shutdown nessage. The following figure represents the transnit
state nmachi ne.
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Transmit State Machine

BEGlNi I

INIT

tXTTL = msgTxInterval *

msgTxHold

adminStatus == enable

.

TX_CURRENT

txWhen = msgTxInterval

msgTx()

txWhen ==

adminStatus == disable

TX_SHUTDOWN

tXTTL=0
msgTx()

uTC

The receive state machine is assunmed to interface with a nodul e that processes
the received information. The

machi ne.

Paul Congdon — IEEE 802.1
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Receive State Machine

iBEGIN

INIT

adminStatus == enable

4 4 4
IDLE
rcvLLDP & (rXTTL == 0) rcvLLDP & (rxTTL !=0)
RX_SHUTDOWN RX_CURRENT
deletelnfo() updatelnfo()
uTtC uTC

The functions updatelnfo() and deletelnfo() are responsi ble for processing
received information. These functions are responsible for updating the PTOPO
M B and ot her managenent objects.

PTOPO MIB Update

If the time-to-live field in the LLDP nessage header is zero then execute this
i nterface shutdown procedure, described below Processing of the LLDP nessage
is now conpl ete.

If the tinme-to-live field is non-zero, then the appropriate ptopoConnEntry is
found or created, based on the data el ements included in the LLDP nessage. |f
the indicated entry is dynanmic (i.e., ptopoConnlsStatic is true), then the
current sysUpTine value is stored in the ptopoConnLastVerifyTine field for the
entry.

If a ptopoConnEntry was added then the ptopoConnTabl nserts counter is
i ncrement ed.

I f any ptopoConnEntry was added or deleted, or if information other than the

pt opoConnLast Veri fyTi me changed for any entry due to the processing of this LLDP
nmessage, then the ptopolLast ChangeTime object is set with the current sysUpTi ne,
and a ptopoConfi gChange trap event is generated. (See the PTOPO MB for

i nformati on on ptopoConfigChange trap generation.)
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Interface Shutdown Procedure

A special procedure exists for the case in which a LLDP agent knows a particul ar
port is about to become non-operational.

Note that the LLDPSuppressTabl e has precedence over these procedures, and they
are only executed if the indicated interface is not specified in the
LLDPSuppr essTabl e.

If any entries are deleted as a result of these procedures, the
pt opoConnTabDel etes counter is increnented for each deleted entry.

LLDP Shutdown Transmission

In the event an interface, currently configured with LLDP nmessage transm ssion
enabl ed, either becones disabled for LLDP activity, or the interface is

adm nistratively disabled, a final LLDP nessage is transnmitted with atine to
live value of zero (before the interface is disabled).

In the event the LLDPOperStatus is transitioning to the disabled state, then
this shutdown procedure should be executed for all local interfaces.

LLDP Shutdown Reception

After reception of a valid LLDP nessage with a tine-to-live value equal to zero,
the LLDP Agent nust renove all information in the PTOPO M B | earned fromthe
particul ar LLDP agent, which is associated with the indicated renote connection
endpoi nt .

Link Level Discovery Protocol MIB

This section defines the MB used to configure LLDP agent behavi or.

LLDP-M B DEFINITIONS ::= BEG N

| MPORTS

MODULE- | DENTI TY, OBJECT-TYPE, |nteger32, Counter32
FROM SNWVPv2- SM

RowSt at us
FROM SNWPv2- TC

MODULE- COVPLI ANCE, OBJECT- GROUP
FROM SNMPv2- CONF

Physi cal | ndex
FROM ENTI TY- M B;

LLDPM B MODULE- | DENTI TY
LAST- UPDATED "9707300000Z"
ORGANI ZATI ON "I ETF PTOPOM B Wor ki ng Group”
CONTACT- | NFO
"PTOPOM B WG Di scussi on:
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pt opo@com com
Subscri ption:
maj or dono@com com
msg body: [un]subscribe ptoponib

Andy Bi er nan

Cisco Systems Inc.
170 West Tasman Drive
San Jose, CA 95134
408-527-3711

abi erman@i sco. com

Keith Mcd oghri e
Cisco Systems Inc.
170 West Tasman Drive
San Jose, CA 95134
408- 526- 5260
kzm@i sco. cont'
DESCRI PTI ON
"The M B nodul e for nanagi ng the Physical Topol ogy Di scovery
Prot ocol . "
.= { experinental xx }

LLDPM BCbj ect s OBJECT IDENTIFIER ::= { LLDPMB 1 }
-- M B groups
LLDPConfi g OBJECT IDENTIFIER ::= { LLDPM Bbjects 1 }
LLDPSt at s OBJECT IDENTIFIER ::= { LLDPM Bhjects 2 }
LLDPPort | dType ::= TEXTUAL- CONVENTI ON

STATUS current

DESCRI PTI ON

"The type of index value used to represent a port comnponent.

If an object of this type has a value of 'iflndexType(1)',
then the associated 'port ID value represents an ifEntry,
with the sane iflndex val ue.

If an object of this type has a val ue of
" ent Physi cal | ndexType(2)', then the associated 'port |ID
val ue represents an entPhysical Entry, with the sane
ent Physi cal | ndex val ue. "
SYNTAX | NTEGER {
i flndexType(1),
ent Physi cal | ndexType( 2)

LR R I I I R I I I R I R R I I I S I R I I S I R I I I R

-- LLDP CONFI G

khkhkkhkhkhhkhkhhkhkhhhhkhhhkhhhhhhhhhhhhhhhhhhhhhhhhkhhhddhrdkhkrkkhrx*x*

-- The Physical Topol ogy Di scovery Protocol Configuration G oup
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LLDPAdni nSt at us OBJECT- TYPE
SYNTAX | NTEGER {
enabl ed(1),
di sabl ed(2)

}
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON
"The adnministratively desired status of the the |ocal LLDP
agent .

If the agent is capable of storing non-volatile
configuration, then the value of this object rmust be
restored after a re-initialization of the managemnent
system"

::={ LLDPConfig 1 }

LLDPQper St at us OBJECT- TYPE

SYNTAX | NTEGER {
enabl ed(1),
di sabl ed(2)
}
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The current operational status of the |local LLDP agent."
::={ LLDPConfig 2 }

LLDPMessageTxI nt erval OBJECT- TYPE

SYNTAX I nteger32 (5..32768)

UNI TS "seconds"

MAX- ACCESS read-wite

STATUS current

DESCRI PTI ON
"The interval at which LLDP nessages are transnitted on
behal f of this LLDP agent.

If the agent is capable of storing non-volatile
configuration, then the value of this object nmust be
restored after a re-initialization of the managenent
system"

DEFVAL { 60 }

::={ LLDPConfig 3 }

LLDPMessageTxHol dMul ti pl i er OBJECT- TYPE
SYNTAX I nteger32 (2..10)
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON
"The tine-to-live value expressed as a nmultiple of the
LLDPMessageTxI nterval object. The actual tine-to-live val ue
used in LLDP nessages, transnmitted on behalf of this LLDP
agent, can be expressed by the follow ng formula:
TTL = mi n(65535, (LLDPMessageTxlnterval *
LLDPMessageTxHol dMul ti plier))

For exanple, if the value of LLDPMessageTxlnterval is '60
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and the val ue of LLDPMessageTxHoldMultiplier is '3, then the
value '180' is encoded in the TTL field in the LLDP header

If the agent is capable of storing non-volatile
configuration, then the value of this object nmust be
restored after a re-initialization of the managenent
system"

DEFVAL { 3}

::={ LLDPConfig 4 }

-- LLDPSuppressTabl e:
-- Di sabl e LLDP activity on individual |ocal ports

LLDPSuppr essTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF LLDPSuppressEntry
MAX- ACCESS not -accessi bl e

STATUS current

DESCRI PTI ON

"A table controlling LLDP nessage transni ssion on individua
i nterfaces, ports, or backpl anes."
::={ LLDPConfig 6 }

LLDPSuppr essEntry OBJECT- TYPE

SYNTAX LLDPSuppr essEntry
MAX- ACCESS not -accessi bl e
STATUS current
DESCRI PTI ON

"LLDP message configuration information for a particul ar

port. The port nust be contained in the same chassis as the
LLDP agent. LLDP nessages will not be transmitted or received
on the indicated port, even if the port is enabl ed.

If the agent is capable of storing non-volatile
configuration, then each active LLDPSuppressEntry must be
re-created after a re-initialization of the nanagenent
system An agent should store enough information about the
associ at ed ent Physi cal Entry (e.g., entPhysical Alias) or
ifEntry (e.g. ifAlias), to properly re-create the entry,
even if the LLDPSuppressChassisld and/or LLDPSuppressPortld
val ues change across a systemre-initialization."
| NDEX {

LLDPSuppr essChassi sl d,

LLDPSuppressPort | dType,

LLDPSuppressPortld

}
::= { LLDPSuppressTable 1 }
LLDPSuppressEntry ::= SEQUENCE ({
LLDPSuppr essChassi sl d Physi cal | ndex,
LLDPSuppressPort | dType LLDPPort | dType
LLDPSuppressPort|d I nt eger 32,
LLDPSuppr essRowsSt at us RowSt at us
}
LLDPSuppr essChassisld OBJECT-TYPE
SYNTAX Physi cal | ndex
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MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"The ent Physi cal | ndex val ue used to identify the chassis
conponent associated with this entry. The associ at ed
ent Physi cal Entry nust be active, and the associ ated
ent Physi cal Cl ass obj ect nmust be equal to 'chassis(3)'."
::={ LLDPSuppressEntry 1 }

LLDPSuppressPort |1 dType OBJECT- TYPE

SYNTAX LLDPPort | dType
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"The type of index value contained in the associ ated
LLDPSuppressPortld object."
::={ LLDPSuppressEntry 2 }

LLDPSuppressPort|d OBJECT- TYPE

SYNTAX Integer32 (1..2147483647)
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"The index value used to identify the port component of this
entry. The type of index val ue depends on the
LLDPSuppressPort |1 dType value for this entry.

If the associated LLDPSuppressPortldType is equal to
"iflndexType(1l)', then this LLDPSuppressPortld represents an
ifEntry with the sane iflndex value. The associated ifEntry
nmust be active, and represent a physical interface on the

| ocal chassi s.

If the associated LLDPSuppressPortldType is equal to

" ent Physi cal | ndexType(2)', then this LLDPSuppressPortld
represents an entPhysical Entry with the sane

ent Physi cal | ndex val ue. The associ ated ent Physi cal Entry
nmust be active, and the associ ated ent Physi cal O ass obj ect
nmust be equal to 'port(10)' or 'backplane(4)'.

Not e that sone devices, such as repeaters, cannot restrict

frane transmission to a single port, but rather to a group

of ports. In such an event, an agent will disable LLDP

activity on all ports in the port group, if any of the

i ndi vidual ports in the group are specified in this table."
::={ LLDPSuppressEntry 3 }

LLDPSuppr essRowSt at us  OBJECT- TYPE

SYNTAX RowSt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The status of this entry."
::={ LLDPSuppressEntry 4 }

LR I R I I R R I I I R I R R I I I S I R I I S I R S R
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LLDP STATS

khkkhkkhkkhkhkhkhhhkhhhkhkhhhkhhhhhhhhhhhhhkhhhhhhhhhhhkhhhddkhrkhkrkk rx*x*

LLDP Stats G oup

LLDPSt at sTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF LLDPSt at sEntry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"A table containing LLDP statistics for individual ports.

Entries are not required to exist in this table while the
LLDPAdm nSt atus or LLDPOper Status objects are equal to
" di sabl ed(2)'.
Entries are not required to exist in this table if a
corresponding entry (with identical index values) exists in
t he LLDPSuppressTable. "

::={ LLDPStats 1 }

LLDPSt at sEntry OBJECT- TYPE

SYNTAX LLDPSt at sEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"LLDP message statistics for a particular port. The port
nmust be contained in the same chassis as the LLDP agent."
| NDEX {
LLDPSt at sChassi sl d,
LLDPSt at sPort | dType,
LLDPSt at sPort !l d

}
.= { LLDPStatsTable 1 }

LLDPSt at sEntry ::= SEQUENCE {
LLDPSt at sChassi sl d Physi cal | ndex,
LLDPSt at sPort | dType LLDPPort | dType,
LLDPSt at sPort ! d I nt eger 32,
LLDPSt at sl nGoodPkt s Count er 32,
LLDPSt at sl nErrors Count er 32,
LLDPSt at sQut Pkt s Count er 32

}

LLDPSt at sChassi sld OBJECT- TYPE

SYNTAX Physi cal | ndex
MAX- ACCESS not -accessi bl e
STATUS current

DESCRI PTI ON

"The ent Physi cal | ndex val ue used to identify the chassis

conponent associated with this entry. The associ at ed

ent Physi cal Entry nust be active, and the associated

ent Physi cal Cl ass obj ect must be equal to 'chassis(3)'."
;.= { LLDPStatsEntry 1 }

LLDPSt at sPort | dType OBJECT- TYPE
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SYNTAX LLDPPort | dType

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"The type of index value contained in the associ ated
LLDPSt at sPort|d object."

::={ LLDPStatsEntry 2 }

LLDPSt at sPort1d OBJECT- TYPE

SYNTAX Integer32 (1..2147483647)
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"The index value used to identify the port component of this
entry. The type of index val ue depends on the
LLDPSt at sPort Type value for this entry.

If the associated LLDPStatsPortldType is equal to
"iflndexType(1l)', then this LLDPStatsPortld represents an
ifEntry with the sane iflndex value. The associated ifEntry
nmust be active, and represent a physical interface on the

| ocal chassi s.

If the associated LLDPStatsPortldType is equal to
" ent Physi cal | ndexType(2)', then this LLDPStatsPortld
represents an entPhysical Entry with the sane
ent Physi cal | ndex val ue. The associ ated ent Physi cal Entry
nmust be active, and the associ ated ent Physi cal O ass obj ect
nmust be equal to 'port(10)' or 'backplane(4)'."

::={ LLDPStatsEntry 3}

LLDPSt at sl nGoodPkts OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of valid LLDP nessages received by this LLDP agent
on the indicated port, while this LLDP agent is enabled."
::={ LLDPStatsEntry 4 }

LLDPSt at sl nErrors OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of invalid LLDP nessages received by this LLDP
agent on the indicated port, while this LLDP agent is
enabl ed. A LLDP nessage may be invalid for several reasons,
i ncl udi ng:

- invalid MAC header; length or DA fields

- invalid LLDP header; version or flags fields

- invalid LLDP VarBi ndLi st ASN. 1/ BER encodi ng

- invalid or mssing LLDP VarBindLi st data el enents”

::={ LLDPStatsEntry 5 }

LLDPSt at sQut Pkts OBJECT- TYPE
SYNTAX Count er 32
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MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The nunber of LLDP nessages transmitted by this LLDP agent on
the indicated port."

::={ LLDPStatsEntry 6 }

-- confornance i nfornmation

LLDPConf or mance OBJECT IDENTIFIER ::= { LLDPMB 2 }

LLDPConpl i ances OBJECT | DENTI FI ER : :
LLDPGr oups OBJECT | DENTI FI ER ::

{ LLDPConformance 1 }
{ LLDPConformance 2 }

-- conpliance statenents

LLDPConpl i ance MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON
"The conpliance statenent for SNWVP entities which inplenment
the LLDP MB."
MODULE -- this nodule
MANDATORY- GROUPS { LLDPConfi gGroup, LLDPStatsG oup }

::={ LLDPConpliances 1 }
-- M B groupi ngs

LLDPConf i gG oup OBJECT- GROUP
OBJECTS {
LLDPAdm nSt at us,
LLDPOper St at us,
LLDPMessageTxI nt erval ,
LLDPMessageTxHol dMul ti pli er,
LLDPSuppr essRowsSt at us

STATUS current

DESCRI PTI ON
"The collection of objects which are used to configure the
Li nk Layer Discovery Protocol inplenmentation behavior.

This group is nandatory for agents which inplenment the Link Layer
Di scovery Protocol."
::={ LLDPG oups 1 }

LLDPSt at sG oup OBJECT- GROUP
OBJECTS {
LLDPSt at sl nGoodPkt s,
LLDPSt at sl nErrors,
LLDPSt at sQut Pkt s

STATUS current

DESCRI PTI ON
"The collection of objects which are used to represent Link Layer
Di scovery Protocol statistics.

This group is nandatory for agents which inplenment the Link Layer
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Di scovery Protocol."
::={ LLDPG oups 2}

END

Persistent Identifiers

The PTOPO M B [ RFC2922] utilizes non-volatile identifiers to distinguish

i ndi vidual chassis and port components. These identifiers are associated with
external objects in order to relate topology information to the existing managed
obj ect s.

In particular, an object fromthe Entity MB or Interfaces MB can be used as
the 'reference-point' for a connection conponent identifier

Relationship to the Physical Topology MIB

The Physical Topology M B [ RFC2922] allows a LLDP Agent to expose | earned
physi cal topology information, using a standard MB. LLDP is intended to fully
support the PTOPO M B.

Relationship to Entity MIB

The Entity M B [ RFC2037] allows the physical component inventory and hierarchy
to be identified. The chassis identifier strings passed in LLDP nessages

i dentify entPhysical Table entries, and inpl enentati on of the entPhysical Table as
specified in the Version 1 of the Entity MB [ RFC2037], and inpl ementation of

t he ent Physical Alias object from Version 2 of the Entity MB [ENTITY-MB], are
required for SNVWP agents which also inplenent the LLDP M B.

Relationship to Interfaces MIB

The Interfaces M B provides a standard mechani sm for nanagi ng network
interfaces. The port identifier strings passed in LLDP nessages identify ifTable
(or entPhysical Table) entries, and inplenmentation of the ifTable and if XTabl e

[ RFC2233] are required for SNMP agents which also inplenent the LLDP M B, for
the ports which are represented in the Interfaces MB.

Security Considerations

This protocol and associated M B can expose the exi stence of physica

conponents, MAC | ayer addresses, and network |ayer addresses, pertaining to
devices within a given network. A network administrator may wish to restrict
access to this managenment information, using SNMP access control nechani sms, and
restrict LLDP nmessage processing to a particular set of ports, by configuring
entries in the LLDPSuppressTabl e.
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