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1
Scope

This Recommendation defines a set of Ethernet service characteristics that are supported by the common layer architecture model presented in draft Rec. G.ethna.  These are described without referring to a particular network technology.

Since the ITU-T focus is on service provider aspects, this Recommendation associates client Ethernet services to the network point of view.  

This document defines the Ethernet link flow which is a logical view that is independent of SDH.  The Ethernet trail for each of the services described in this Recommendation is defined in G.eota, i.e., each adaptation (GFP/SDH in the case of G.eota) is defined in its own draft Rec.

This document contains:

1. Ethernet service descriptions including characteristic information
2. Network architecture topology description required to support these services

The first version of G.ethsrv specifies the details only for point to point Ethernet Private Line services.  Other services are outlined and will be specified in more detail in future recommendations in the G.ethsrv series.
2
References

The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.

The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation

· ITU-T G.805 (2001), Generic functional architecture of transport networks.
· IEEE 802-2001, IEEE Standard for Local and Metropolitan Area Networks: Overview and Architecture.
· IEEE 802.3-2002, IEEE Standard for Information technology - Telecommunications and information exchange between systems - IEEE standard for local and metropolitan area networks - Specific requirements – Part 3: Carrier Sense Multiple Access with Collision Detection (CSMA/CD) Access Method and Physical Layer Specifications.
· ITU-T draft Rec G.ethna
· ITU-T draft Rec G.eota
Editor’s Note:  There may be other references to add.
3
Definitions

<Check in ITU-T Terms and definitions database under http://www.itu.int/sancho/index.htm if the term is not already defined in another recommendation. It could be more consistent to refer to such a definition rather than redefine it>
This Recommendation defines the following terms:

3.1  Ethernet service

An Ethernet service defines a set of characteristics for an Ethernet flow domain.
3.2 Private service

A private service is characterised by:

· One or more ETH links within the transport network are allocated to transport the ETH_CI of a single customer’s service instance. 

· These ETH links are supported by COCS or COPS with a defined bandwidth trail (1:1 relationship).

The ETH_CI in a private service either doesn’t compete for bandwidth (Ethernet private line/LAN). 

3.3   Virtual private service

A virtual private service is characterised by:
· One or more ETH links within the transport network are allocated to transport the ETH_CI of multiple service instances (N:1 relationship), and these ETH links are supported by COCS or COPS CBR trails.

· One or more ETH links within the transport network are allocated to transport the ETH_CI of a single service instance, and these ETH links are supported by COPS (non-CBR) or CLPS trails (1:1 relationship). Multiple of those COPS (non-CBR) or CLPS trails are supported by server layer COCS trails (N:1 relationship).

The ETH_CI in a virtual private service competes for bandwidth with ETH_CI from another service instance of the network (Ethernet virtual private line/LAN).

Note that if the link resources allocated are sufficient then the EVPL service will behave in a way that is similar to EPL.

3.4  Line service

A line service is characterized by:

· One ETH link within the transport network is allocated to transport the ETH_CI of one customer service instance (1:1 relationship), between at most two flow points.

· No additional ETH links can be added to the service

3.5 LAN service

A LAN service is characterized by:

· One (or more) ETH link(s) within the transport network is allocated to transport the ETH_CI of one customer (1:N relationship), between at least two flow points.

· Additional ETH links can be added/deleted to/from this service

[image: image2.wmf]
Figure 3-1/G.ethsrv – Line vs LAN service

3.7 Customer

A customer is billed for the service that is provided.  The customer may have one or more service instances.

3.8 Service Instance

An Ethernet service instance refers to a particular flow domain with a defined set of characteristics.  A customer may have one or more service instances.

3.9 ETYR


The physical Ethernet interface rate on the access: 10 bit/s, 100 bit/s, 1000 bit/s, etc

3.10 ETYLR

The maximum physical Ethernet link rate, i.e. maximum bit rate of MAC frame.  This is less than the interface rate.

3.11 TR



The transport rate of the transport link (e.g., payload size of VC-ns, ODUk, etc)

3.12 TLR


The maximum transport link bit rate of encapsulated MAC frames. This is less than the transport rate.

3.13 ESR

The Ethernet service rate, which is further characterized by CIR and PIR

Editor’s Note:  More terms, as used in this document, need to be added and defined here.  Review MEF definitions as candidates for common terms...
Editor’s Note:  Align terms with G.ethna and G.eota so that terms are only defined in one and referenced by the other.
4
Abbreviations

This Recommendation uses the following abbreviations:

CO-CS

Connection Oriented circuit service

CO-PS

Connection Oriented packet service

CL-PS

Connectionless packet service

CBR
Constant bit rate

CIR
Committed information rate

PIR
peak information rate

ETH
Ethernet MAC layer network

ETH_CI 
Ethernet MAC Characteristic Information

ETC_CI 
Ethernet Coding Characteristic Information

CI 
Characteristic Information

ETYn
Ethernet PHY layer network or order n

LF
Link Flow

MAC
Media Access Control

NF
Network Flow

PHY
Physical

TFP

Termination Flow Point

MA

Multiplexed Access

ETYR

Ethernet physical interface rate

ETYLR

Ethernet physical link rate

TR


Transport rate

TLR

Transport link rate 

ESR

Ethernet service rate

UNI
User Network Interface

Editor’s Note:  More abbreviations may need to be added.  Document needs to be ‘scrubbed’ for all abbreviations
5
Conventions

<Describe any particular notation, style, presentation, etc. used within the Recommendation if any>
6
Ethernet service areas

Service providers are demanding a simple service model for Ethernet over optical transport that fits their existing operational model. That is, the Ethernet private line service must be analogous to existing private line services, and more importantly must interface into existing management systems.

The business drivers for managed Ethernet are

· Manageability of the network 

· Management of the service offered to the customer

· Interconnection of billing/management data to carrier OSS systems

· …

While more complex network diagrams are possible, a simple model of an Ethernet network to show the Ethernet service areas would only show the endpoints and a single carrier’s network. This is based on the relationship shown in Figure 6-1.  

The simple Ethernet service areas shown in Figure 6-1 are:

1. End-to-End (i.e., service - customer to customer)

2. Access Link (i.e., facility - carrier to customer)

3. Edge-to-Edge (i.e., service - intra carrier)

4. Transport (i.e., facility - intra carrier)

[image: image3.wmf]
Figure 6-1/G.ethsrv - Simple view of Ethernet Service Areas

This Recommendation defines Ethernet services for area 3.

6.1 Ethernet Service Dimensions

An Ethernet service provider provides Ethernet flow domains to its customers. Such a flow domain is referred to as a service instance. A single customer can pay for several service instances, but a single service instance belongs to a single customer. An Ethernet service can be further characterized by a set of attributes. 

Two key service dimensions are used to define Ethernet services in this Recommendation. These key attributes, defined in section 3, are Line/LAN service and Private/Virtual Private service. 

6.2 Ethernet Service Attributes

In addition to the two services dimensions described above several other Service Attributes that modify the behaviour of a particular instance of an Ethernet service should be defined to further characterize the services.

6.2.1  Multiplexed Access: 

In the case of Multiplexed Access at the service UNI (demarc) one ETH link is used between the provider and the customer to transport ETH_CI of multiple service instances.

Possible values: Yes/No

Note that this attribute can only be meaningful for virtual private services as defined in section 3.3. In addition, flow identifies for flow isolation (e.g., C-VLAN tag, Source/Destination MAC address, others need to be agreed to).

6.2.2 Interface type: 

The types of Ethernet physical interfaces are supported.

Possible values: Any of the IEEE802.3 defined PHYs

 Note that the current interfaces of interest are:

· 10 Mbit/s ethernet (10Base)

· 100 Mbit/s ethernet (100Base)

· 1 Gbit/s ethernet (1000Base)

· 10 Gbit/s ethernet (10GBase-R)

This is not an exhaustive list.  Consult IEEE 802.3 for a full list of Ethernet PHY interfaces.
NOTE – The 10 Gbit/s Ethernet interface comes in two versions, a LAN version (10GBase-R) and a WAN version (10GBase-W). The WAN version has a frame structure similar to a STM-64 with a VC-4-64c tributary signal.

6.2.3 MAC learning: 

Specifies if MAC learning is performed by the network.

Values: Yes/No 

6.2.4 Traffic Profile
Required for bandwidth profile characterization. The traffic profile should contain at least three parameters.

Values:   CIR, PIR and (Bc+Be). 

6.2.5  Policing: 

Specifies how to handle when traffic is sent exceeding the agreed traffic profile.

Values: Drop, PAUSE

6.2.6 L2 Control protocol processing: 

For each Layer 2 control protocol on the ingress access to carrier equipment, specifies what to do with the BPDUs.  Note that this will directly affect (but not completely govern) generation of layer 2 control protocols on the egress of carrier equipment.  The layer 2 control protocols tracked on ingress are listed in Table 6-1

	L2 Control Protocol 

	STP, MSTP, RSTP

	GARP, GMRP, GVRP

	LACP

	802.3x MAC Control (PAUSE)

	802.1x Port Authentication

	802.3ah OAM

	Other multicast


Table 6-1/G.ethsrv – Ingress L2 Control protocols
Values: Process, Discard or Tunnel

6.3 Ethernet OAM

Ethernet OAM requirements are defined in Y.17ethreq and the mechanisms are described in Y.17ethoam.  The applicability to this Rec is for further study.

Editor’s Note: Compare and align with Y.17ethreq (for consent in July 2003 by Q3/13)  as makes sense…
NOTE-  Ethernet OAM for the simple EPL case may not require distinct Ethernet OAM since it is on the same trail as the server layer (e.g., SDH)

6.4 Ethernet Service Management

 The requirements for Ethernet service management are for further study.

Editor’s Note: Details of requirements for service management need to be studied and split between different draft Recs, e.g., G.ethsrv and G.smc
7
Ethernet service configurations

This draft Recommendation describes a series of Ethernet services from the perspective of the network or service provider.  As a result, various topology, service and performance characteristics are visible.  This can result in a wide variety of services based on these parameters.

Ethernet service can also be described from the perspective of the customer.  In this case, the variety of services would likely be smaller since the details of the topology and characteristics  underlying provider network are not visible. 
7.1  Network View – Ethernet services
This Recommendation defines 4 Ethernet Services based on the foundation described in section 6.  The service types are as follows:

· Ethernet Private Line (EPL)

· Ethernet Virtual Private Line (EVPL)

· Ethernet Private LAN (EPLan)

· Ethernet Virtual Private LAN (EVPLan)
All services are introduced in this section, and currently only EPL is fully defined in the subsequent sections of this Recommendation.
Table 7-1/G.ethsrv summarizes the key differences between these services.

	Ethernet Service
	Service Configur-ation
	Multiplexed Access Allowed
	Characteristic Information
	MAC address learning
	Bandwidth sharing
	Transport

	EPL 
	Type 1
	No
	Frame
	Not needed
	No
	CO-CS

	
	Type 2
	No
	Character
	Not needed
	No
	CO-CS

	EVPL
	-
	Yes
	Frame
	Not needed
	Yes
	CO-PS or CO-CS

	EPLAN
	-
	No
	Frame
	Required
	No
	CL-PS, may use CO-CS

	EVPLAN
	-
	Yes
	Frame
	Required
	Yes
	CL-PS, may use CO-CS or CO-PS


Table 7-1/G.ethsrv – Ethernet Services

7.1.1  Ethernet Private Line (EPL)

Transport (e.g. SDH) bandwidth is never shared between different customers. There is no need for MAC address learning. Ethernet Multiplexed Access (MA) is not allowed.

1. Type 1 (Frame based)

The characteristic information is a stream of Ethernet frames

2. Type 2 (Character based)

The characteristic information is a stream of Ethernet Characters (e.g. 8B/10B codes for Gigabit Ethernet physical interfaces)

7.1.2  Ethernet Virtual Private Line (EVPL)

Transport (e.g. SDH) bandwidth is shared between different customers. There is no need for MAC address learning. Ethernet Multiplexed Access (MA) is allowed and results in the addition of a specific VLAN ID value to the characteristic information.

Frame based only: the characteristic information is a stream of Ethernet frames

7.1.3  Ethernet Private LAN (EPLAN)

Transport (e.g. SDH) bandwidth is never shared between different customers. MAC address learning is required by the service definition. Ethernet Multiplexed Access (MA) is not allowed.

Frame based only: the characteristic information is a stream of Ethernet frames

7.1.4  Ethernet Virtual Private LAN (EVPLAN)

Transport (e.g. SDH) bandwidth is shared between different customers. MAC address learning is required by the service definition. Ethernet Multiplexed Access (MA) is allowed and results in the addition of a specific VLAN ID value to the characteristic information.

Frame based only: the characteristic information is a stream of Ethernet frames





7.2  Customer View – Ethernet service

The Metro Ethernet Forum (MEF) describes services from the customer equipment point of view.  From this perspective, the MEF can not determine any technical difference, beyond possible differences in performance, between an Ethernet virtual private line and a dedicated Ethernet private line.  The MEF definition of EVPL is independent of whether bandwidth is dedicated or shared on the transport network.  These descriptions are summarized in Appendix I
This Recommendation is complimentary to any definitions of Ethernet Services from the customer viewpoint looking into the network.  These will not be described in this Recommendation.  However, a comparison of these service definitions with those from the MEF is described in Appendix II.
7.3  Ethernet Transport Flows

Per G.ethna Annex A, an Ethernet flow is defined as identified by <Source MAC Address, Destination MAC Address>. This definition is in line with the conversation definition in IEEE 802 architecture.

Transport networks do not offer transport granularity at an Ethernet flow granularity because of scalability issues this may imply.

An Ethernet Transport flow is defined as a group of Ethernet flows transported by the network as a single flow.

The definition of the Ethernet Transport flow depends on the service configuration.

For example, to offer an EPL service the transport network should support two Ethernet transport flows: one that aggregates all the Ethernet flows that are passing from site 1 to site 2 and another that aggregates all the Ethernet flows that are passing from site 2 to site 1.

More details on Ethernet transport flow configuration are described when detailing each service configuration in the following sections.
[image: image4.wmf]
Figure 6-1/G.ethsrv –Ethernet flow points 

8   Ethernet service characteristics – Private Line

8.1
Architecture of an Ethernet Private Line

8.1.1  Description

Transport networks are able to transparently transport Ethernet MAC frames between two Ethernet physical interfaces at full or fractional rates, providing an Ethernet Private Line (EPL) service. In particular, IEEE 802.3 defined Ethernet physical interfaces are now supported as client interfaces on those transport networks (demarc in Figure 6-1).

The main particular characteristic of an EPL is that the network architecture is perfectly duplicating the model of a traditional TDM service (e.g., a PDH leased line).

8.1.2  Service Configurations

An EPL service is a point-to-point interconnection between two UNIs (demarcs) without SDH bandwidth sharing (and as such only CBR-like QoS commitments are allowed).

The level of transparency of an EPL can be either:

Type 1 – Frame-based characteristic information (see example figure 8-1)

Type 2 – Character-based characteristic information (see example figure 8-4)

The generic method to support the transport of Ethernet MAC frames between two Ethernet physical interfaces (on the transport network) is to terminate the Ethernet physical section layer (ETY), extract the Ethernet MAC frames (ETH), encapsulate those MAC frames and map the resulting stream into the payload of the transport network. This is referred to as EPL type 1.

A second method with lower latency characteristics is defined for the 8B/10B encoded 1 Gbit/s Ethernet interface signal. The 8B/10B symbol stream within the interface signal is transported through the transport network, instead of the Ethernet MAC frames. This is referred to as EPL Type 2.

Irrespective of the transparency type, the network requirements (e.g., fault management) for the EPL should be exactly the same.

Two Ethernet transport flows are implemented in the transport network: one flow for each direction.

8.2
General characteristics EPL Type 1

8.2.1  Description

An Ethernet Private Line (EPL) provides a connection through the transport network for a “stream of untagged and/or tagged MAC frames” (Figure 8-1).

[image: image5.wmf]
Figure 8-1/G.ethsrv – Ethernet Private Line – Type 1

The (Ethernet) Access Link between customer equipment and carrier equipment at the edge of the transport network is realised through an IEEE 802.3 physical interface. The access link is terminated in a LAN or Network Access Port (NAP) within the carrier equipment (P1 in Figure 8-3). The Ethernet physical Interface Rate (ETYR) of the two access links may differ (ETYR1, ETYR2). 

The (Ethernet) Trunk Link between the carrier equipment in the carrier network is supported by transport trails defined in G.eota. The trunk link is terminated in a WAN or Network Port (NP) in the carrier equipment (P2 in Figure 8-1). The Trunk Link’s bit rate is referred to as the transport rate (TR). The trunk link’s maximum bit rate for encapsulated MAC frames (which is less than the TR due to encapsulation and other overhead) is referred to as the transport link rate (TLR).  The TR (and thus TLR) can be modified in service for virtual concatenated trails.

Egress Ethernet flow control (802.3x) from carrier equipment is shown as an option for soft rate control of ingress customer traffic.

8.2.2  General network architecture

An G.805 model of EPL type 1 is provided in Figure 8-2.  This figure clearly indicates the user – network interface (UNI) between the customer and the service provider.

[image: image6.wmf]
 Figure 8-2/G.ethsrv – G.805/G.809 network architecture model of EPL Type 1

8.2.2.1  Half circuit

In most cases, an EPL is provided by one Service Provider, i.e. both UNIs are under the responsibility of that SP. It is also possible for two SPs to offer a joint EPL service, where one UNI is owned by one SP and the other UNI by the second SP. An example of this application is illustrated in Figure 8-3. Service Providers A and B are interconnected at a defined transport NNI.

Editor’s Note: A generalized transport revision is needed for Fig 8-3


[image: image7.wmf]
Figure 8-3/G.ethsrv – Example of an EPL jointly provided by SPs A and B

8.2.3
Characteristic Information Attributes

The Ethernet characteristic information (ETH_CI) service attributes, per section 6.2, for EPL type 1 are summarized in Table 8-1 and described in the subsections below.

	ETH_CI Service Attribute
	Valid Values

	Multiplexed access
	No

	Interface type
	Any of the IEEE802.3 defined PHYs is possible

	MAC learning
	No (default), Yes

	Traffic Profile
	CIR=PIR=TLR<=ETYR, (Bc+Be)=0

	Policing
	Drop (default), Backpressure

	L2 Control protocol processing
	See Table 8-2


Table 8-1/G.ethsrv – EPL type 1 ETH_CI Service Attributes

	L2 Control Protocol 
	Valid Actions

	STP, MSTP, RSTP
	Tunnel

	GARP, GMRP, GVRP
	Tunnel

	LACP
	Tunnel

	802.3x MAC Control (PAUSE)
	Process, discard or tunnel

	802.1x Port Authentication
	Tunnel

	802.3ah OAM
	Process or Tunnel

	Other multicast
	Tunnel


Table 8-1/G.ethsrv – Ingress L2 Control protocol processing for EPL type 1

 The Layer 2 control protocol actions are only specified for BPDUs on ingress to the transport network.

8.2.3.1 Multiplexed Access

Not supported

8.2.3.2 Interface type

Any of the IEEE802.3 defined PHYs is possible

8.2.3.3 MAC learning

The preferred MAC learning scheme is no MAC learning.

8.2.3.4 Traffic Profile

The following conditions should apply for an EPL type 1:


CIRi = PIRi ( ETYR1

CIRi = PIRi ( ETYR2

The maximum bit rate at which ETH_CI can be transported through an EPL is determined by the access or trunk link with the lowest MAC bit rate. 

The MAC bit rate = PayloadRate * (MacSize + TagSize) / ((MacSize + TagSize) + EncapsulationOhSize). The PayloadRate is either the ETYR (access link), or the TR (trunk link). 

The MAC bit rate (ETYLR) varies with the MAC (frame) Size.

The bit rate of an EPL is either the TLR or a percentage of it. It is referred to as the Ethernet Service Rate (ESR).  
The maximum burst size (Bc+Be) of an EPL is determined by the buffer size at the ingress of the trunk link 

8.2.3.5 Policing

The following conditions should apply for an EPL type 1:


CIRi = PIRi ( TLR

For the case where the MAC bit rate associated with the ESR is less than the MAC bit rate associated with a ETYR or during a signal fail condition of the trunk link, the network performs hard/strict or soft/flexible rate control at the ingress of the trunk link. Soft rate control may be performed via egress Ethernet Flow Control (IEEE 802.3x PAUSE frames) and requires network management configuration of CSR. Hard rate control simply drops frames in excess of the (temporary) TLR and (Bc+Be); it is a default rate control available independent of network management configuration of ESR.

The network may need to perform rate control at the ingress of the egressing access link, i.e. for the case of
ETYR2 < ETYR1 ( ESR * (MS+TSTL) * (MS+TSAL+FOSAL) / ((MS+TSAL) * (MS+TSTL+FOSTL)), with MS: MacSize, TS: TagSize, FOS: FrameOhSize, TL: Trunk Link, AL: Access Link.

8.2.3.6 L2 Control Protocol Processing 

The treatment of layer 2 protocols received from customer equipment are summarized in table 8-2

The significance of the choice between options for received customer 802.3x PAUSE control BPDUs are:

Tunnel customer PAUSE through provider network.   Allows customer to have its own rate control.  The transport network is transparent.

Discard customer PAUSE as rate control is handled by other means

Process customer PAUSE and buffer (or drop after buffer fills) frames until PAUSE is cleared. Note this will have an affect on higher layer protocols.

Editor’s Note: More detail required on handling of PAUSE.

The significance of the choice between options for received customer 802.3ah OAM frames are:

Tunnel customer link OAM passed through provider network.  Allows customer to view network as one physical Ethernet link since the Transport network is transparent.  Note that a fault will be more difficult to isolate.

Process customer link OAM to allow isolation of access link.

8.3
General characteristics EPL Type 2

8.3.1  Description

A second version of EPL with low latency characteristics is available for 1 Gbit/s Ethernet interfaces (Figure 8-4).

The (Ethernet) Access Link between customer equipment and carrier equipment at the edge of the transport network is realised through an IEEE 802.3z physical interface.   The Ethernet physical Interface Rate (ETYR) of the two access links are identical. 

The characteristic information in this case is the 8B/10B symbol stream. 

[image: image1.wmf]The (Ethernet) Trunk Link between the carrier equipment in the carrier network is supported by a transport trails defined in G.eota. 

Figure 8-4/G.ethsrv – (1 Gbit/s) Ethernet Private Line – Type 2

8.3.2  General network architecture

Figure 8-5 provides a simple G.805 functional model of the EPL type 2 service. The ETY/ETH adaptation function is decomposed as described in G.ethna. This allows the customer ETC_CI (8B/10B encoded stream) to be mapped directly into a transport trail. 


[image: image8.wmf]
Figure 8-5/G.ethsrv – G.805/G.809 network architecture model of EPL Type 2

8.3.3
Characteristic Attributes

The Ethernet characteristic information attributes for EPL type 1 are summarized in Table 8-1 and described in the subsections below.

	Attribute
	Values

	Multiplexed access
	No

	Interface type
	IEEE802.3z 1000Base-X PHYs 

	MAC learning
	No 

	Traffic Profile
	CIR = PIR ≤ TLR

	Policing
	Drop 

	L2 Control protocol processing
	Tunnel


Table 8-3/G.ethsrv – EPL type 2 ETC_CI Attributes

8.3.3.1 Multiplexed access

Not permitted.

8.3.3.2  Interface type

Only IEEE802.3 1000BaseX PHYs 

8.3.3.3  MAC learning 

Not required

8.3.3.4  Traffic Profile

The following conditions should apply for an EPL type 2:


CIR1 = CIR2 = PIR1 = PIR2 = ETYR1 = ETYR2
For an EPL Type 2 only the Gigabit Ethernet case is considered, as this is the only option defined by the standards.

There is no need to require the usage of a VC4-7v: higher speeds can be used as well. VC4-7v is the minimum requirement. The following conditions must apply:


CIR1 = PIR1  ≤  • TLR
where  is the compression rate factor allowed by the character-oriented mapping.

8.3.3.5   Policing: 

Drop all frames over rate (CIR, PIR)

8.3.3.6  L2 Control protocol processing

Tunnel all protocols.  The consequence of this is that the transport network is completely transparent to the Ethernet of the customer equipment.
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Appendix I  
Customer View Ethernet Services

Editor’s note – the information in this appendix is intended to overview the customer view of Ethernet services as suggested by MEF. The current text is based on the January 2003 MEF liaison.  Revised and more descriptive text should be added from MEF’s Draft D00011 – Ethernet Service Definitions – Phase I.  

The MEF timeline is to complete letter ballot (similar to your ‘consent’) on the Ethernet Services documents by March 2003.  In D00011, we have defined only two Ethernet services:  

Ethernet Virtual Private Line (EVPL)

Ethernet Private LAN (EPLn)

The MEF describes services from the customer equipment point of view.  From this perspective, the MEF could not determine any technical difference, beyond possible differences in performance, between an Ethernet virtual private line and a dedicated Ethernet private line.  The MEF definition of EVPL is independent of whether bandwidth is dedicated or shared on the transport network.  It appears that your service definitions are oriented from the provider point of view since you can define a distinction.  We believe that this implies that there would be two aspects for Ethernet Service definitions – customer equipment and network operator view.

Using your diagram (Figure 6-1/G.ETHSRV),  the MEF is working on areas 1 (end-to-end), 2 (access) and 3 (edge-to-edge).  Regarding area 2, subscriber access, MEF will consider the following:

UNI services & requirements 

Provisioning & network management

Protection framework, requirements

Access multiplexing

Traffic segregation

Traffic management & parameters

Common interests

In a review of G.etna and discussions at our October meeting, we believe there are areas of common interests between MEF & ITU-T SG15 in regards to your draft Recommendation G.etna in the areas of:

Ethernet services

Ethernet architecture

Ethernet over SONET/SDH

For your information, we also believe there are potential common interests between MEF & ITU-T SG13 in the areas of:

Ethernet OAM

Ethernet performance

Ethernet interworking with FR/ATM

The MEF believes that there is a potential for cooperative effort.  In particular, we look forward to exploring jointly the service perspectives of the MEF and that of the ITU-T.
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Appendix II  
Customer View vs Network View of Ethernet Services

Editor’s note – the information in this appendix is intended to compare the customer view of Ethernet services as suggested by MEF with that of this document.  More detail is needed.  For example, an example of how to offer an MEF service using a G.ethsrv service should be included.
	MEF
	ITU-T SG15 G.ethsrv

	E-Line
	EPL (Type 1)

	
	EPL (Type 2)

	
	EVPL 

	
	

	E-LAN
	EPLAN

	
	EVPLAN


Figure II.1/G.ethsrv – Comparison of MEF & ITU-T Ethernet Services
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Appendix III  
Traffic Parameters for Ethernet Services

Editor’s note – the information in this appendix is included for information, the intent is to reference a Recommendation on Traffic Parameters for Ethernet from Q6/13 when it is available.

The use of FRS parameters as defined in I.370 is recommended for Ethernet services

FRS Traffic Parameters

I.370 defines three parameters that are relevant to the FR service definition. Those Parameters are Bc, Be, and Tc. Bc and Be are called the committed burst size and the excess burst size respectively. Tc is the length of the time period over which Bc and Be are measured. A possible realization of FRS parameters is shown in Figure 1.

BBB
[image: image9]
Figure III-1:
FRS Traffic Parameters

From those definitions it follows that the Committed Information Rate, CIR is defined as 

CIR = Bc/Tc

It is also common to refer to the ratio Be/Tc as the Excess Information Rate (EIR). 

Frames that are conformant to CIR are allowed to the networks. Frames that are not conformant to the CIR but conformant to EIR are allowed to the network with high discard precedence. All other frames are dropped at the ingress of the network. It follows that Peak Information Rate (PIR) can be defined as:

PIR = CIR + EIR

A CE can burst at its access (physical) rate up to its Bc + Be without encountering frame loss due to rate enforcement at the ingress.

Traffic Parameters Enforcement

ANSI document ANSI T1.606a-1992 has an informative Annex, Annex A that describes how FR traffic parameters be enforced using a a class of algorithms that is referred to as “Token Bucket” algorithms. The algorithm is reproduced in this contribution for information.

[image: image10..pict]
Figure III-2:
Token Bucket Algorithm
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