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ITU-T Draft new Recommendation G.8011.1/Y.1307.1


Ethernet Private Line Service


1 Scope


This Recommendation defines the service attributes and parameters for carrying Ethernet characteristic information over dedicated-bandwidth, point-to-point connections, provided by SDH,  PDH, ETY or OTH server layer networks.  This type of services is referred to as Ethernet Private Line (EPL) service.  The recommendation is base on the Ethernet service framework as defined in G.8011/Y.1307.  


2 References


The following Recommendations and other references contain provisions that, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; all users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.


· ITU-T G.707 (2003), Network node interface for the Synchronous Digital Hierarchy (SDH). 


· ITU-T G.709 (2001), Interfaces for the optical transport network (OTN). 


· ITU-T G.805 (2001), Generic functional architecture of transport networks.


· ITU-T G.809 (2003), Functional architecture of connectionless layer networks.


· ITU-T G.8040 (2004), GFP frame mapping into Plesiochronous Digital Hierarchy (PDH)


· ITU-T G.7042 (2004), Link Capacity Adjustment Scheme (LCAS) for Virtual Concatenated signals.


· ITU-T G.808.1 (yyyy), Generic Protection Switching – Linear Trail and Subnetwork Protection


· ITU-T G.8010 (2004), Ethernet Layer Network Architecture


· ITU-T G.8011/Y.1307 (2004), Ethernet over Transport – Ethernet Services Framework


· ITU-T G.7043.Y.1343 (2004), Virtual concatenation of Plesiochronous Digital Hierarchy (PDH) signals

· ITU-T G.8012 (Y.1308), Ethernet UNI and Ethernet over Transport NNI


· ITU-T I.630 (2000) ATM Protection Switching


· IEEE 802-2001, IEEE Standard for Local and Metropolitan Area Networks: Overview and Architecture.


· IEEE 802.1D (2003): IEEE Standard for Information technology - Telecommunications and information exchange between systems - IEEE standard for local and metropolitan area networks - Common specifications - Media Access Control (MAC) Bridges.


· IEEE 802.1Q (2003): IEEE standard for local and metropolitan area networks: Virtual Bridged Local Area Networks.


· IEEE 802.3(2002): IEEE Standard for Information technology - Telecommunications and information exchange between systems - IEEE standard for local and metropolitan area networks - Specific requirements – Part 3: Carrier Sense Multiple Access with Collision Detection (CSMA/CD) Access Method and Physical Layer Specifications.

· IEEE 802-3ae (2002): Information technology—Telecommunications and information exchange between systems—Local and metropolitan area networks—Specific requirements—Part 3: Carrier sense multiple access with collision detection (CSMA/CD) access method and physical layer specifications. Amendment: Media Access Control (MAC) Parameters, Physical Layers, and Management Parameters for 10 Gb/s Operation

3 Terms and definitions


This Recommendation uses the following terms defined in Recommendation G.8010:


3.1 ETH link


This Recommendation uses the following terms defined in Recommendation G.8011/Y.1307:


3.2 Access link


3.3 Block


3.4 Committed Burst Size (CBS)


3.5 Committed Information Rate (CIR)


3.6 Customer


3.7 Ethernet service


3.8 Network access point


3.9 Pass


3.10 Process (with respect to L2 control protocol frames)


3.11 Service Instance


This Recommendation uses the following terms defined in Recommendation G.809:


3.12 Flow domain


3.13 Flow domain flow


3.14 Flow Point


3.15 Flow termination


3.16 Link flow


3.17 Network flow


3.18 Termination flow point

3.19 Traffic Conditioning function

This Recommendation defines the following terms:


3.20 Type 1 EPL – the ETH characteristic information that is carried over the ETH link as defined in G.8010.      


3.21 Type 2 EPL – the ETH characteristic information that is carried over the ETH link as defined in G.8010.  


3.22 N/R = not relevant: clause/subclause, which is not relevant to this Recommendation


4 Acronyms and abbreviations


This Recommendation uses the following abbreviations:


ATM
Asynchronous Transfer Mode


CBR
Constant Bit Rate


CBS
Committed Burst Size


CI 
Characteristic Information


CIR
Committed Information Rate


CO-CS
Connection Oriented circuit service


CO-PS
Connection Oriented packet service


CL-PS
Connectionless packet service


DA
Destination Address


EIR
Excess information rate


EPL
Ethernet Private Line


EPLAN
Ethernet Private LAN


ETH
Ethernet MAC layer network


ETH_CI 
Ethernet MAC Characteristic Information


Ety-NNI
Ethernet over Transport NNI


Ety-UNI
Ethernet UNI ETYn
Ethernet physical layer network or order n

ETYR
Ethernet physical interface rate


EVC
Ethernet Virtual Circuit


EVPL
Ethernet Virtual Private Line


EVPLAN
Ethernet Virtual Private LAN


FCS
Frame Check Sequence


FD
Flow domain


GFP
Generic Framing Procedure


LACP
Link Aggregation Control Protocol


LCAS
Link Capacity Adjustment Scheme


MAC
Media Access Control


MEF
Metro Ethernet Forum


MPLS
Multi-Protocol Label Switching


NNI
Network to Network Interface


OAM
Operations, Administration, Maintenance


OTH
Optical Transport Hierarchy


OTN
Optical Transport Network


PA
(Ethernet) Preamble


PDH
Plesiochronous Digital Hierarchy


PHY
Physical device


SA
Source Address


SDH
Synchronous Digital Hierarchy


SDU
Service Data Unit


SFD
Start of Frame Delimiter


SNCP
Sub-Network Connection Protection


STP
Spanning Tree Protocol


UNI
User Network Interface


5 Conventions


None.


6 Ethernet Private Lines


6.1 Description


An EPL service is a point-to-point service between two demarc points as  illustrated in Figure 6-1. The service is provide over connection oriented circuit switched network layers. The level of transparency of an EPL can be either:


Type 1 – Frame-based characteristic information (see example in Annex A)


Type 2 – Character-based characteristic information (see example in Annex B)
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Figure 6-1/G.8011.1/Y.1307.1 – Ethernet Private Line 


6.1.1 EPL type 1


The generic method to support the transport of Ethernet MAC frames (ETH service) between two Ethernet UNIs is to terminate the Ethernet physical section layer (ETY), extract the Ethernet MAC frames (ETH), and transport them over the SDH, PDH, ETY or OTH network. This is referred to as EPL type 1 and described below.  An example of EPL type 1 is shown in Annex A

6.1.2 EPL type 2


A second type of service with lower latency characteristics is defined for the 8B/10B encoded 1 Gbit/s Ethernet interface signal. The 8B/10B symbol stream within the interface signal is transported through the transport network, instead of the Ethernet MAC frames. This is referred to as EPL Type 2, and is described in Annex B.


Note that the Ethernet MAC frame is not extracted in this type of service. It provides more or less transparency at the ETY layer.


6.2 EPL Type 1 service entities and architecture

A G.805 model of EPL type 1 is provided in Figure A-1. It shows:


· the Ety-UNIs (UNI-N, UNI-C)


· the Ety-NNI

· the Ethernet connection


· the Access link


· the Ethernet frame at the Ety-UNI

The EPL type 1 service uses a native Ethernet UNI and is supported over EoP, EoS, EoO native Ethernet NNIs. The UNI and NNI are specified in in G.8012.


Figure 6-2 shows the basic architecture of the EPL Type 1 service. The ETY layer is terminated at the UNI-N and the ETH frames are forwarded over a single FP to the server layer. 
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Figure 6-2/G.8011.1/Y.1307.1 – Ethernet Private Line Type 1 architecture


7 EPL Type 1 Service Characteristics


G.8011/Y.1307 defines connection, UNI and NNI attributes for Ethernet services. In case of an EPL service some of these attributes have fixed values or a limited allowed range of parameters.


7.1
Connection attributes 


The Ethernet connection attributes are described in the following subclauses and are summarized in Table 7-1.  Interworking with bridge control frames and MAC control frames is described in Tables 8-3, 8-4, and 9-3 of G.8011.1/Y.1307.1.  


Table 7-1/G.8011.1/Y.1307.1 – EC service attributes

		EC Service Attribute

		Service Attribute Parameters and Values



		Network connectivity

		Point-to-point



		Transfer characteristics

		Address – deliver unconditionally


Drop Precedence – not applicable 



		Link type

		Dedicated



		Customer separation

		Spatial



		Service instance separation

		Spatial



		connectivity monitoring

		on demand, proactive, none



		Bandwidth profile

		CIR, CBS



		UNI list

		Arbitrary text string to identify associated UNIs



		Preservation

		VLAN – yes 


CoS – yes



		Survivability

		None, LCAS, SDH, OTN, ATM





7.1.1
Network Connectivity


The connectivity of EPL is point-to-point.


7.1.2
Transfer characteristics of ETH_CI


All Ethernet MAC data frames are transported regardless of their Destination Address. 


7.1.3
Link Type


The ETH_CI of a single service instance is supported by one or more ETH links that are exclusively allocated to a single service instance.  The ETH links have a 1:1 relationship to the Connection Oriented server layer trails that support them.  The ETH_CI does not compete for resources with the ETH_CI of other service instances.  EPL uses this type of link, which is referred to as dedicated.  

7.1.4
Customer separation


This attribute indicates the separation between customer traffic within the service provider’s network that is a direct result of the manner in which it is transported. More specifically, it indicates if the traffic is separated using an independent CO-CS connection per customer, a logical CO-PS connection per customer, or a network fragment in a CL-PS (e.g. VLAN tag). EPL uses spatial separation between customer traffic using CO-CS connections (e.g., TDM async/sync, lambda, paths, circuit).  


7.1.5
Service instance separation


This attribute indicates the separation between the traffic of service instances within the service provider’s network that is a direct result of the manner in which it is transported. More specifically, it indicates if the traffic is separated using an independent CO-CS connection per service instance, a logical CO-PS connection per service instance, or a network fragment in a CL-PS (e.g. VLAN tag). Note that the service instances might be between the same or different customers.  EPL uses spatial separation.  

7.1.6
Connectivity Monitoring


Connectivity monitoring can either be proactive or on-demand using tools to be specified in future Recommendations under study in Q3/13.  In some network implementations, the connectivity monitoring can rely on the server layer connectivity monitoring.  It is also optional to perform no monitoring.  


7.1.7
Bandwidth Profile


The EPL service is characterised by two rate parameters, i.e. CIR and CBS.  The EPL traffic conditioning function requirement is minimal.  A Circuit will be allocated inside the network based on the flow CIR.  An Ethernet flow may exceed its assigned rate at its own risk.  A customer may implement shaping in order to avoid frame loss due to statistical variations in traffic.  See Appendix II for more details.  


7.1.8
UNI List


The UNI list is an arbitrary string administered by the Service Provider that is used to identify the UNIs connected to the EC. It is intended for management and control purposes.

7.1.9
Preservation


This attribute indicates the preservation of specific components of the ETH_CI provided by the ETH layer network that is used to transport the Ethernet service.  That is the parameter value will be the same on ingress and egress to the EC.  The two parameters are the ingress VLAN and priority of the ETH_CI.  Both are preserved in EPL.  


7.1.10
Survivability


The transport network can provide survivability for the EPL.  The survivability alternatives for the ETH link are, for example:


· No protection


· Survivability by means of LCAS (in which the ETH link operates at reduced bandwidth during the defect condition).  A mechanism for notifying the customer of this bandwidth reduction, and the increase when the defect condition clears, are for further study.  


· Protection by means of SDH or OTN or ATM  


These protection types are defined in Recommendation G.808.1 and I.630.  


· Restoration by means of SDH or OTN or ATM re-routing


8
EPL Type 1 UNI Attributes


8.1
ETH_UNI Attributes


This section describes Service UNI Attributes that modify the behaviour of a particular instance of an Ethernet service at the demarc of the UNI to characterize the service. There is a UNI defined at each of the ETH and ETY layers.  These are summarized in Table 8-1.  

Table 8-1/G.8011.1/Y.1307.1 – UNI service attributes 


		

		UNI Service Attribute

		Service Attribute Parameters and Values



		ETH

		MAC service

		IEEE 802.3-2002 Frame format



		

		Multiplexed Access

		no 



		

		UNI ID

		Arbitrary text string to identify each UNI instance 



		

		UNI EC ID

		Arbitrary text string to identify each EC instance 



		

		VLAN mapping

		no



		

		Bundling

		All-to-one



		

		Bandwidth profile

		CIR, CBS



		

		Layer 2 Control Protocol Processing

		Specified in Tables 8-3 and 8-4



		ETY

		PHY Speed

		10 Mbit/s, 100 Mbit/s, 1 Gbit/s or 10 Gbit/s



		

		PHY Mode

		Full duplex



		

		PHY Medium

		IEEE 802.3-2002 Physical Interface





8.1.1
MAC Service


The EPL Type 1 UNI supports all 802.3 MAC frames.  The overhead processing of these frames at the UNI is summarized in Table 8-2.  From a service viewpoint, the FCS is passed through at the ETY_UNI.  If the FCS is bad (i.e., the frame is errored) at the ETY_UNI, the frame is dropped.  


Table 8-2/G.8011.1/Y.1307.1 - Processing at Ethernet interfaces

		ETH_UNI

		Carrier Equipment

		

		ETY_UNI

		Carrier Equipment



		DA

		pass

		

		DA

		pass



		SA

		pass

		

		SA

		pass



		SDU

		pass

		

		SDU

		pass



		

		

		

		FCS

		process



		

		

		

		Preamble

		block



		

		

		

		SFD

		block





8.1.2
MAC Service


The EPL Type 1 UNI supports all 802.3 MAC frames.  The overhead processing of these frames at the UNI is summarized in Table 8-2.  From a service viewpoint, the FCS is passed through at the ETY_UNI.  If the FCS is bad (i.e., the frame is errored) at the ETY_UNI, the frame is dropped.  


8.1.3
Multiplexed Access


This attribute indicates if the access to the Ethernet transport service is multiplexed (i.e., contains multiple service instances) or not.  EPL does not use multiplexed access.


8.1.4
UNI ID


The UNI ID is an arbitrary string administered by the Service Provider that is used to identify the UNI. It is intended for management and control purposes.

8.1.5
UNI EC ID


The UNI EC ID is an arbitrary string administered by the Service Provider that is used to identify an EC at the UNI. It is intended for management and control purposes.

8.1.6
VLAN Mapping


At the UNI there is a mapping of each customer VLAN ID to at most one EC.  For EPL, all VLAN IDs are mapped into the same EC (i.e., VLAN mapping is not supported).  

8.1.7
Bundling


When a UNI has the Bundling attribute, it is configurable so that more than one VLAN ID can map to an EC at the UNI. For EPL, bundling is all-to-one.  


8.1.8
Bandwidth Profile


The bandwidth profile at the ETH_UNI is specified in 7.1.7.  


8.1.9
Layer 2 Control Protocol Processing


L2 control frames may be passed, processed, generated, or blocked as specified in Tables 8-3 and 8-4.  


Table 8-3/G.8011.1/Y.1307.1 - Processing of L2 control frames at the SRV/ETH_A_Sk 
adaptation Filter process

		MAC Address 

		Valid Actions



		01-80-C2-00-00-00

		pass



		01-80-C2-00-00-01

		 (See Note)



		01-80-C2-00-00-02

		pass



		01-80-C2-00-00-03

		pass



		01-80-C2-00-00-04

		pass



		01-80-C2-00-00-05

		pass



		01-80-C2-00-00-06

		pass



		01-80-C2-00-00-07

		pass



		01-80-C2-00-00-08

		pass



		01-80-C2-00-00-09

		pass



		01-80-C2-00-00-0A

		pass



		01-80-C2-00-00-0B

		pass



		01-80-C2-00-00-0C

		pass



		01-80-C2-00-00-0D

		pass



		01-80-C2-00-00-0E

		pass



		01-80-C2-00-00-0F

		pass



		01-80-C2-00-00-20

		pass



		01-80-C2-00-00-21

		pass



		01-80-C2-00-00-22

		pass



		01-80-C2-00-00-23

		pass



		01-80-C2-00-00-24

		pass



		01-80-C2-00-00-25

		pass



		01-80-C2-00-00-26

		pass



		01-80-C2-00-00-27

		pass



		01-80-C2-00-00-28

		pass



		01-80-C2-00-00-29

		pass



		01-80-C2-00-00-2A

		pass



		01-80-C2-00-00-2B

		pass



		01-80-C2-00-00-2C

		pass



		01-80-C2-00-00-2D

		pass



		01-80-C2-00-00-2E

		pass



		01-80-C2-00-00-2F

		pass



		01-80-C2-00-00-10

		pass



		NOTE:  PAUSE frames will be blocked in the Sk 802.3 functional block as part of the MAC function.  As a result, the PAUSE frames will not appear at the filter.  





G.8011/Y.1307 describes the actions “pass” and “block”.


Note that there is no Filter process in the ETY/ETH_A_So adaptation function.


Table 8-4a/G.8011.1/Y.1307.1 - Processing of L2 control frames at the ETY/ETH_A_Sk adaptation 802.3 Protocols process for UNI application

		MAC Address

		Ethertype

		Subtype

		Valid Actions

		L2 Control Protocol 



		01-80-C2-00-00-01


or unicast

		88-08

		00-01

		block 

		MAC Control (PAUSE)



		01-80-C2-00-00-02

		88-09 

		0x01, 0x02

		pass

		Slow protocols – LACP, LAMP





G.8011/Y.1307 describes the actions “block” and “pass”. Note: If pause process is present the action is block


Table 8-4b/G.8011.1/Y.1307.1 - Processing of L2 control frames at the ETY/ETH_A_So adaptation 802.3 Protocols process for UNI application

		MAC Address

		Ethertype

		Subtype

		Valid Actions

		L2 Control Protocol 



		01-80-C2-00-00-01


or unicast

		88-08

		00-01

		none or generate

		MAC Control (PAUSE)



		01-80-C2-00-00-02

		88-09 

		0x01, 0x02

		none

		Slow protocols – LACP, LAMP





G.8011/Y.1307 describes the actions “none” and “generate”.


8.2
ETY UNI Attributes


The ETY_UNI is a PHY characterized by speed, mode, and medium.  These attributes are described in G.8011/Y.1307.  The attributes that apply to EPL are specified as follows:


8.2.1
Speed


This attribute indicates the speed of Ethernet PHY layer that is used to transport the Ethernet service.  There are four values defined by G.8012: 10 Mbit/s, 100 Mbit/s, 1 Gbit/s or 10 Gbit/s. 


8.2.2
Mode


This attribute indicates the mode of Ethernet PHY layer that is used to transport the Ethernet service.  EPL uses the full duplex mode.  


8.2.3
Medium


This attribute indicates the medium of Ethernet PHY layer that is used to transport the Ethernet service.  The values are defined by G.8012.


9
EPL Type 1 NNI Attributes


9.1
ETH_NNI Attributes


Table 9-1/G.8011.1/Y.1307.1 – NNI service attributes


		

		NNI Service Attribute

		Service Attribute Parameters and Values



		ETH

		MAC service

		IEEE 802.3-2002 Frame format



		

		NNI ID

		Arbitrary text string to identify each NNI instance



		

		NNI EC ID

		Arbitrary text string to identify each EC instance



		

		VLAN mapping

		Not applicable



		

		Bundling

		Not applicable



		

		Bandwidth profile

		CIR, CBS



		

		Layer 2 Control Protocol Processing

		Specified in Tables 9-3 and 9-4 



		Server

		Server layer 

		SDH, PDH, OTH, ETY, ATM





9.1.1
MAC Service


The EPL Type 1 NNI supports all 802.3 MAC frames.  All ETH_CI is passed.  


9.1.2
NNI Identification


The NNI ID is an arbitrary string administered by the Service Provider that is used to identify the NNI. It is intended for management and control purposes.9.1.3
NNI EC Identification


As per section 8.1.4

9.1.4
VLAN Mapping


Not applicable.


9.1.5
Bundling


Not applicable.


9.1.6
Bandwidth Profile


The bandwidth profile at the ETH_NNI is specified in 7.1.7.  


9.1.7
Layer 2 Control Protocol Processing


L2 control protocols are only visible at the NNI if it is an ETY.  In this case, the L2 control protocols can be tunnelled, processed, or discarded as shown in Table 9-3 and 9-4.  Note that the action taken at the NNI should be consistent with action taken at the UNI. 


Table 9-2/G.8011.1/Y.1307.1 – 
EPL Type 1 server layers


		Server layer technology



		SDH



		OTN



		PDH



		MPLS



		ATM



		ETY





L2 control frames may be tunnelled, processed, or discarded as specified in Tables 9-3 and 9-4.  


Table 9-3a/G.8011.1/Y.1307.1 - Processing of L2 control frames at the ETY/ETH_A_Sk adaptation 802.3 Protocols process for NNI application

		MAC Address

		Ethertype

		Subtype

		Valid Actions

		L2 Control Protocol 



		01-80-C2-00-00-01


or unicast

		88-08

		00-01

		pass

		MAC Control (PAUSE)



		01-80-C2-00-00-02

		88-09 

		0x01, 0x02

		pass

		Slow protocols – LACP, LAMP





G.8011/Y.1307 describes the action “pass”.


Table 9-3b/G.8011.1/Y.1307.1 - Processing of L2 control frames at the ETY/ETH_A_So adaptation 802.3 Protocols process for NNI application

		MAC Address

		Ethertype

		Subtype

		Valid Actions

		L2 Control Protocol 



		01-80-C2-00-00-01


or unicast

		88-08

		00-01

		none

		MAC Control (PAUSE)



		01-80-C2-00-00-02

		88-09 

		0x01, 0x02

		none

		Slow protocols – LACP, LAMP





G.8011/Y.1307 describes the action “none”.


Note that for the SDH/ETH_A_Sk and SDH/ETH_A_So adaptation the 802.3 Protocols processes and filter processes for the NNI application are not present.


9.2
Server Layer Adaptation


The server layers for EPL Type 1 are specified in Table 9-2.   


ANNEX A


A. EPL type 1 Network Models
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Figure A-1: EPL Access Link With Type 1 Mapping Into SDH


A G.8010 model of an EPL Type 1 is provided in Figure A-1. It shows:


· the adaptation of a MAC client to the ETH layer


· the ETH trail termination (TT) function


· the adaptation of ETH_CI to the ETY layer


· the ETY TT function


· an 802.3 access link to a provider edge device


· the corresponding ETY TT function


· the ETY/ETH adaptation function (including the component functions)


· a traffic conditioning (TC) function


· the adaptation of ETH_CI into an SDH path via GFP-F encapsulation


· the trail termination functions of a VC-n subnetwork


· a VC-n subnetwork


Note that the replicate and filter blocks shown in Figure A-1 may be null functions.  


ANNEX B


B. EPL type 2 


B.1
EPL type 2 Service Characteristics 


The EPL type 2 service is basically a ETY layer service and does not touch the Ethernet MAC frames (ETH layer). The service attributes defined in G.8011/Y.1307 therefore do not apply to this service. The service is at the full rate of the specific Ethernet physical signal. Sub rate services are not supported. 


Survivability can be provided using the server layer protection/restoration mechanisms.


B.2
1 GbE EPL Type 2 service


Figure B-1 shows the architectural model of this service. The Ethernet coding Sublayer is terminated and the decoded signal is mapped into a VC-4-7v using GFP-T mapping.
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Figure B-1/G.8011.1/Y.1307.1 – Type 2 EPL architecture for a 1 Gbit/s Ethernet signal


ANNEX C


C. Special case of bit transport for 10 Gbit/s Ethernet


The 10GBASE-W signal is basically a STM-64 with a VC-4-64c and the Ethernet MAC mapped into the VC-4-64c using a 64B/66B coding/  (NOTE – The transport and path overhead used by the 10GBASE-W is compatible with that specified in G.707 , however, the 10GBASE-W signal uses only a subset of this overhead.)  
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Figure C-1/G.8011.1/Y.1307.1 – Ethernet Private Line architecture for the case of an OTN network (10G WAN case)

The 10GBASE-W signal is specified to use a clock accuracy of (20 ppm.   With this client signal accuracy, the 10GBASE-W binary signal can be transported as a CBR10G signal via an OTN network as specified in Recommendation G.709  (Figure C-1).  ODU2 path monitoring is deployed to assess the quality of service. The functional architecture is shown in figure C-1.
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Figure C-2/G.8011.1/Y.1307.1 – Ethernet Private Line architecture for the case of a SDH network (10GBASE-W signal's clock accuracy complies with the SDH clock accuracy requirements) 

The VC-4-64c of the 10 GbE WAN signal can also be transported over a SDH network in case the clock requirements are met (see Appendix XII/G.707). VC-4-64c tandem connection monitoring can be deployed to assess the quality of service.  The functional architecture is shown in figure C-2.


NOTE:  If interface signal clock accuracy is (20 ppm, the 10GBASE-W signal can be transported through an SDH network, but excessive pointer adjustments may occur.


 appendix I


I.
Customer View and Network View of Ethernet Services 


I.1. Introduction


This Recommendation describes Ethernet services from the network perspective.  Ethernet services may also be described from the customer perspective.


The network viewpoint may be used by a carrier to define its network and manage the services and facilities within that network.  A carrier may choose to expose these services to its customers in SLAs or choose to use them internally.


The customer viewpoint of a service is simply viewing the carrier network from the customer side.  None of the network configuration, topology or management is visible to the customer.  However, performance measurements may be used to infer carrier network specifics.


It is important to note that both views are valid for all Ethernet services, though they both need not be used.  In the majority of cases, where customer and network view services are both used it is important to understand that they are complementary.


I.2. MEF – G.8011.1/Y.1307.1 comparison

Using the MEF as an example, the MEF E-Line Ethernet service type that is defined in the MEF Phase I documents can be implemented using the EPL infrastructure Ethernet services defined in G.8011.1/Y.1307.1.  


This can be further refined with the review of the many possible service definitions that the MEF suggests is possible.  Only the first such service definition is explored in this Appendix.


I.3. Ethernet private line implementation 


The G.8011.1/Y.1307.1 EPL service can be viewed as a subset of the MEF Ethernet private line service of the E-line service type and show the mapping of G.8011.1/Y.1307.1attributes to MEF attributes.  That is, the EPL described in this Recommendation can be used to implement the MEF service.


The attributes of the MEF Ethernet private line service are shown in the following tables along with the matched ETH_CI attribute from the G.8011.1/Y.1307.1 EPL definition.


Table I.1/G.8011.1/Y.1307.1: E-Line Service type UNI service attribute requirements for MEF Ethernet Private Line implemented with G.8011.1/Y.1307.1EPL

		MEFUNI Service Attribute

		MEF Service Attribute Parameters and Values

		G.8011/Y.1307 
UNI attribute

		G.8011.1/Y.1307.1
Value



		UNI Identifier

		Arbitrary text string to identify the UNI

		UNI ID

		Arbitrary text string to identify the UNI



		Physical Medium

		IEEE 802.3-2002 Physical Interface

		PHY Medium

		Defined in G.8012



		Speed

		10 Mbit/s, 100 Mbit/s, 1 Gbps or 10 Gbps

		PHY Speed

		10 Mbit/s, 100 Mbit/s, 1 Gbit/s or 10 Gbit/s



		Mode

		MUST be Full Duplex

		PHY Mode

		Full Duplex



		MAC Layer

		IEEE 802.3-2002

		MAC Service

		IEEE 802.3-2002



		Service Multiplexing

		MUST be No 

		Multiplexed access

		No



		UNI EVC ID

		Arbitrary text string to identify each EVC instance

		UNI EC ID

		Arbitrary text string to identify each EC 



		CE-VLAN ID / EVC Map

		All CE-VLAN IDs at the UNI MUST map to the E-Line Service type EVC.  

		VLAN Mapping

		No



		Maximum number of EVCs

		MUST be 1

		(Note 1)

		-



		Bundling

		MUST be No

		Bundling

		all-to-one 



		All to One Bundling

		MUST be Yes

		Bundling

		all-to-one 



		Ingress Bandwidth Profile Per Ingress UNI




		CIR:   MUST be <= UNI Speed 


CBS:  MUST be > largest Service Frame size 

		EC Bandwidth Profile

		CIR  and CBS



		Layer 2 Control Protocol Processing

		SHOULD discard PAUSE


SHOULD pass LACP, LAMP, 802.1x


MUST pass STP, RSTP, MSTP, All LANs Bridge Management Group, GARP

		L2 Control protocol processing

(Note 2)

		PAUSE – block
LACP/LAMP – pass
33 reserved addresses – pass
 



		NOTES :


1.  EPL is defined as point-to-point service.


2. These are the ingress actions.  Valid actions per protocol on ingress and egressare defined in Tables 8-2, 8-3 and 8-4/G.8011.1/Y.1307.1.





Table I.2/G.8011.1/Y.1307.1: E-Line Service type EVC service attribute requirements for MEF Ethernet Private Line implemented with G.8011.1/Y.1307.1 EPL

		MEF EVC Service Attribute

		MEF Service Attribute Parameters and Values

		G.8011/Y.1307
 EC attribute

		G.8011.1/Y.1307.1
Value



		EVC Type

		MUST be Point-to-Point

		Network Connectivity

		point-to-point



		

		

		Link type

		dedicated



		UNI List

		MUST list the two UNIs associated with the EVC.  

		UNI list 

		Arbitrary text string to identify the UNIs



		CE-VLAN ID Preservation

		MUST be Yes

		Preservation - VLAN

		Yes



		CE-VLAN CoS Preservation

		MUST be Yes

		Preservation - CoS

		Yes



		Unicast Service Frame Delivery

		MUST Deliver Unconditionally

		Transfer characteristics - address




		Deliver Unconditionally





		Multicast Service Frame Delivery

		MUST Deliver Unconditionally

		

		



		Broadcast Service Frame Delivery

		MUST Deliver Unconditionally

		

		



		 (Note a)

		- 

		Transfer characteristics – drop precedence

		Not applicable



		Layer 2 Control Protocol Processing (only applies for L2CP passed to the EVC)

		SHOULD discard PAUSE


SHOULD tunnel LACP, LAMP, 802.1x


MUST tunnel STP, RSTP, MSTP, All LANs Bridge Management Group, GARP

		UNI L2 Control protocol processing

		PAUSE – block
LACP/LAMP – pass
33 reserved addresses – pass



		EVC  Performance

		Only one CoS is REQUIRED.  A CoS ID of <EVC> MUST be specified. 


Frame Delay, Frame Delay Variation and Frame Loss Ratio MUST be specified. 

		(Note 1)

		



		(Note b)

		- 

		Customer separation

		spatial



		(Note b)

		-

		Service instance separation

		spatial



		(Note c)

		-

		Connectivity monitoring

		proactive, on demand



		(Note c)

		-

		Survivability

		LCAS, SDH, OTN, ATM



		MEF notes:


a.  Not specified by MEF, but handled implicitly by EVC performance.
b. Handled implicitly by EVC performance parameters that prevent the sharing of resources.
c.  No equivalent



G.8011 notes:


1.  Not defined in G.8011.  Depends on server layer.





appendix II


II.
Traffic Conditioning 


II.1  Introduction


A complete Ethernet traffic conditioning Recommendation is under study in SG13.  In the interim, a description is provided in this Appendix.


II.2 Traffic Conditioning


The objective of traffic conditioning is to determine the conformance of the incoming Ethernet frames. The level of conformance is expressed as one of two colors; Green or Red.


Compliance for a Bandwidth Profile is described by 2 parameters that are associated with two token bucket algorithms. The parameters are:


1. Committed Information Rate (CIR) expressed as bytes per second. CIR must be ≥ 0.


2. Committed Burst Size (CBS) expressed as bytes. CBS must be ≥ Maximum Ethernet frame allowed to enter the network.


For a sequence of ingress Ethernet frames, {tj,lj}j≥0, with arrival times tj and lengths lj, the color assigned to each frame during traffic conditioning is defined by using the algorithm shown in Figure I-1. For this algorithm, Bc = CBS and Tc = CBS/CIR.
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Figure II-1/G.8011.1/Y.1307.1/Y.1307.1 - Traffic Conditioning Algorithm


Note that the algorithm does not define an implementation of any network equipment. Any implementation that results in the same conditioning results meets the requirement of this recommendation.


appendix III


Instructions for the TSB: The following is to be located in an Appendix, then rolled into the body of G.8011.1/Y.1307.1 if the P802.3ah draft has been approved within IEEE by the time of the approval of G.8011.1/Y.1307.1, else it is to be deleted.  Specifically, the second row of Table III-1 should be added as a row to Tables 8-4a and 9-3a, and the second row of Table III-2 should be added as a row to Tables 8-4b and 9-3b.  


Table III-1/G.8011.1/Y.1307.1 - Processing of L2 control frames at the ETY/ETH_A_Sk adaptation 802.3 Protocols process for UNI or NNI application


		L2 Control Protocol 

		MAC Address

		Ethertype

		Subtype

		Valid Actions



		Slow protocols – 802.3ah OAM

		01-80-C2-00-00-02

		88-09 

		0x03

		Process, block





G.8011/Y.1307 describes the actions “Process” and “block”. 


Note that if there is no 802.3ah OAM session active on the link (i.e. between the customer device and the provider edge device) then no processing is allowed. For example, such a situation may occur when there is no support for 802.3ah OAM on the provider edge devices, while there is support for 802.3ah OAM on the two end customer devices (i.e. at the end of each access link). 


Table III-2/G.8011.1/Y.1307.1 - Processing of L2 control frames at the ETY/ETH_A_So adaptation 802.3 Protocols process for UNI or NNI application


		L2 Control Protocol 

		MAC Address

		Ethertype

		Subtype

		Valid Actions



		Slow protocols - 802.3ah OAM

		01-80-C2-00-00-02

		88-09 

		0x03

		Generate, none





G.8011/Y.1307 describes the actions “Generate” and “none”.


___________________


		Contact:

		Dr. Steven S. Gorshe


PMC-Sierra, Inc.


U.S.A.

		Tel: +1 503 431 7440


Fax: +1 503 431 7400


Email: steve_gorshe@pmc-sierra.com



		Attention: This is not a publication made available to the public, but an internal ITU-T Document intended only for use by the Member States of the ITU, by ITU-T Sector Members and Associates, and their respective staff and collaborators in their ITU related work. It shall not be made available to, and used by, any other persons or entities without the prior written consent of the ITU-T.
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1 Scope


This Recommendation specifies the Ethernet UNI and the Ethernet NNI, where the Ethernet UNI is formed by an Ethernet interface and the Ethernet NNI by an Ethernet interface or an Ethernet over Transport interface The Ethernet over Transport NNI uses various server layer net works like, ATM, OTH, PDH and SDH. The detailed requirements are specified in a number of ITU-T Recommendations, ANSI Standards, IEEE Standards and IETF RFC, which are referred to. 


2 References


The following Recommendations and other references contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; all users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.


[1] ANSI T1.107 (2002), Digital Hierarchy - Formats Specifications


[2] ITU-T G.691 (2003), Optical interfaces for single channel STM-64, STM-256
and other SDH systems with optical amplifiers


[3] ITU-T G.704 (2004), Synchronous frame structures used at 1544, 6312, 2048, 8448 and 44 736 kbit/s hierarchical levels


[4] ITU-T G.707/Y.1322 (2003), Network node interface for the Synchronous Digital Hierarchy (SDH).


[5] ITU-T G.709/Y.1331 (2003), Interfaces for the optical transport network (OTN).


[6] ITU-T G.832 (2004): Transport of SDH elements on PDH networks – Frame and multiplexing structures


[7] ITU-T G.7041/Y.1303 (2003), Generic Framing Procedure (GFP).


[8] ITU-T G.7042/Y.1305 (2004), Link Capacity Adjustment Scheme (LCAS) for Virtual Concatenated signals.


[9] ITU-T G.7043/Y.???? (2004), Virtual Concatenation of PDH Signals


[10] ITU-T G.8010/Y.1306 (2003), Architecture of Ethernet layer networks


[11] ITU-T G.8011/Y.1307 (2004), Ethernet over Transport – Ethernet Services Framework


[12] ITU-T G.8040/Y.1340 (2004), GFP Frame Mapping into Plesiochronous Digital Hierarchy (PDH)

[13] ITU-T I.363.5 (1996): B-ISDN ATM Adaptation Layer specification: Type 5 AAL


[14] ITU-T X.85/Y1321 (2004): IP over SDH using LAPS


[15] ITU-T X.86/Y1323 (2002): Ethernet over LAPS


[16] ITU-T Y1730 (2003), Requirements for OAM functions in Ethernet based networks and Ethernet services

[17] IEEE Std 802-2001, IEEE Standard for Local and Metropolitan Area Networks: Overview and Architecture.


[18] IEEE Std 802.1D (2004), IEEE standard for local and metropolitan area networks: Media Access Control (MAC) Bridges.

[19] IEEE Std 802.1Q (2003): IEEE standard for local and metropolitan area networks: Virtual Bridged Local Area Networks.


[20] IEEE Std 802.2 (1998):. IEEE Standard for Information technology - Telecommunications and information exchange between systems - IEEE standard for local and metropolitan area networks - Specific requirements – Part 3: Logical Link Control


[21] IEEE Std 802.3(2002): IEEE Standard for Information technology - Telecommunications and information exchange between systems - IEEE standard for local and metropolitan area networks - Specific requirements – Part 3: Carrier Sense Multiple Access with Collision Detection (CSMA/CD) Access Method and Physical Layer Specifications.

[22] IEEE Std 802-3ae (2002): Information technology—Telecommunications and information exchange between systems—Local and metropolitan area networks—Specific requirements—Part 3: Carrier sense multiple access with collision detection (CSMA/CD) access method and physical layer specifications. Amendment: Media Access Control (MAC) Parameters, Physical Layers, and Management Parameters for 10 Gb/s Operation

[23] IETF RFC 2684 (1999):  Multiprotocol Encapsulation over ATM Adaptation Layer 5


3 Terms and definitions


3.1 ETH_CI traffic unit: see G.8010)


3.2 Network Termination: The network element in the transport network, which is connected to the customer edge equipment.


3.3 UNI: An interface that is used for the interconnection of customer equipment with an network element of the transport network.

3.4 Ety-UNI: An UNI for the transfer of ETH CI traffic unit over a physical Ethernet interface


3.5 NNI: An interface that is used for the interconnection of networks elements within a transport network.


3.6 EoT-NNI: An NNI for the transfer of ETH CI traffic unit over a transport layer network referred to in this Recommendation


3.7 Ety- NNI: An NNI for the transfer of ETH CI traffic unit over a physical Ethernet interface


4 Acronyms and abbreviations


This Recommendation uses the following abbreviations:


ANSI
American National Standard Institute


ATM
Asynchronous Transport Mode


CI 
Characteristic Information


DA
Destination Address


EoA
Ethernet over ATM


EoM
Ethernet over MPLS


EoO
Ethernet over OTH


EoP
Ethernet over PDH


EoR
Ethernet over RPR


EoS
Ethernet over SDH


EoT
Ethernet over Transport


EoT-NNI
Ethernet over Transport NNI


ETH
Ethernet MAC layer network


ETH_CI 
Ethernet MAC Characteristic Information


ETHP
ETH path layer


ETHS
ETH segment sublayer


ETY
Ethernet PHY layer 


ETYn
Ethernet PHY layer network of type n

Ety-NNI
Ethernet NNI


Ety-UNI
Ethernet UNI


Ety-UNI-C
Customer side of the Ety-UNI 


Ety-UNI-N
Network side of the Ety-UNI


FCS
Frame Check Sequence


GFP
Generic Framing Procedure


GFP-F
Generic Framing Procedure – Frame Mapped


IEEE
Institute of Electronic and Electrical Engineers 


IETF
Internet Engineering Task Force


LAN
Local Area Network


LAPS
Link access procedure - SDH


LCAS
Link Capacity Adjustment Scheme


LLC
Logical Link Control


MAC
Media Access Control


MPLS
Multi-Protocol Label Switching


MS64
Multiplex Section – level 64


NNI
Ethernet NNI


NNI
Network Node Interface


NT
Network Termination


ODU
Optical Channel Data Unit


ODUj
Optical Channel Data Unit – order j


ODUj-Xv
Virtual concatenated Optical Channel Data Unit – order j


ODUk
Optical Channel Data Unit – order k


ODUk-Xv
Virtual concatenated Optical Channel Data Unit – order k


OTH
Optical Transport Hierarchy


P11s
1544 kbit/s PDH path layer with synchronous 125 (s frame structure according to ITU‑T G.704 [3]

P12s
2048 kbit/s PDH path layer with synchronous 125 (s frame structure according to ITU‑T G.704 [3]

P31s
34 368 kbit/s PDH path layer with synchronous 125 (s frame structure according to ITU‑T G.832 [6]

P4s
139 264 kbit/s PDH path layer with synchronous 125 (s frame structure according to ITU‑T G.832 [6]

PA
(Ethernet) Preamble


PDH
Plesiochronous Digital Hierarchy


PHY
Physical


PMA
Physical Medium Attachment sublayer


PMD
Physical Medium Dependent sublayer


QTag
IEEE 802.1Q tag


RFC
Request for Comments


RPR
Resilient Packet Ring


RS64
Regenerator Section– level 64


SA
Source Address


SDH
Synchronous Digital Hierarchy


SFD
Start of Frame Delimiter


SNAP
Sub-Network Access Protocol


STM-N
Synchronous Transport Module – level N


UNI
User Network Interface


VC
Virtual Channel (ATM)


VC
Virtual Container (SDH)


VC-m
Lower Order VC – order m


VC-n
Higher Order VC – order n


VC-n-Xc
Contiguous concatenated VC – order n


VC-n-Xv
Virtual concatenated VC – order n


VLAN
Virtual LAN


5 Conventions


6
Ethernet transport network interface structure


The Ethernet transport network as specified in ITU-T G.8010 implies two interface classes:


•
Ethernet interface as specified in IEEE 802.3 series;


•
Ethernet-over-Transport (EoT) interface as specified in this Recommendation.


Note 1:
The Ethernet over RPR interface is considered as an EoT NNI and is specified in this Recommendation


The Ethernet interface can be deployed as an Ethernet User-to-Network Interface (Ety-UNI) at the edge of the transport network and as an Ethernet Network Node Interface (Ety-NNI) within the transport network. The Ethernet NNI may be deployed as an Intra Domain Interface (IaDI) within a single administrative domain and as an Inter Domain Interface (IrDI) between two administrative domains.


The Ethernet-over-Transport (EoT) interface can be deployed as an Ethernet IaDI and IrDI NNI within the transport network.


NOTE – The deployment of EoT interface as an Ethernet UNI is for further study.


The Ethernet UNI could be used for the provision of Ethernet services as described in Recommen​dation G.8011. Two or more Ety-UNIs are used for such a service as illustrated in Figures 6-1.
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Figure 6-1/G.8012 – Locations of Ethernet Ety-UNI and NNI 


The Ethernet UNI and NNI encompass multiple layer networks, each with its dedicated UNI and NNI (Figure 6-2). 
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Figure 6-2/G.8012 – Example of layer networks in Ethernet UNI and NNI for case of p2p ETH layer connection


The Ethernet UNI could be used for the provision of an access link to an Service Node (SN), such as IP-Router, ASON switch, etc. In this case the EUNI-C is terminated at the customer edge (CE) and the EUNI-N is terminated at the NT. See Figure 6-3. It should be noted that a SN requires the support of SN specific protocols and may require the support of further layer networks. These SN related protocols and layer networks are not subject this recommendation and, therefore not shown in the figure.
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Figure 6-3/G.8012 – Locations of Ethernet Ety-UNI and NNI of an access link to an SN


The Ethernet UNI and NNI encompass multiple layer networks, each with its dedicated UNI and NNI (Figure 6-4). 
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Figure 6-4/G.8012 – Example of layer networks in Ethernet UNI and NNI for case of access link to a client layer service node


The Ethernet connection may also be between two service nodes as shown in Figure 6-5.
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Figure 6-5/G.8012 – Ety-NNI between Service Nodes


The Ethernet UNI and NNI encompass multiple layer networks, each with its dedicated UNI and NNI (Figure 6-6). 
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Figure 6-6/G.8012 – Example of layer networks in Ethernet NNI for case of interconnecting two ETH layer service nodes


Figure 6-7 shows the use of the Ethernet NNI (Ethernet interface or EoT-NNI) as an IaDI and an IrDI 
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Figure 6-7/G.8012 – Locations of Ethernet UNI and NNI in a multi operator network


This recommendation specifies the ETH UNI, ETH NNI including the encapsulation into the ETH's server layer (SrvA in Figures6-2, 6-4 and 6-6).


The Ethernet UNI and NNI may carry informational elements of three planes (Figure 6-8):


-
Data (or User) Plane, optionally including a Data Communication Network (DCN) supporting management plane and control plane communications;


-
Control Plane (e.g. related to BPDUs, ASON etc.);


-
Management Plane.
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Figure 6-8/G.8012 – Three planes of Ethernet UNI and NNI


Each UNI or NNI is divided into three plane specific UNI/NNIs:


-
UNID and NNID for the data plane informational elements, including OAM which is terminated in the layer's termination, adaptation and connection/flow forwarding functions;


-
UNIC and NNIC for the control plane informational elements;


-
UNIM and NNIM for the management plane informational elements.


UNIC, UNIM and NNIC are optional elements within a UNI and NNI.


This recommendation specifies the UNID and NNID.


6.1 UNI and NNI basic signal structure


The basic structure is shown in Figure 6-9.
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Figure 6-9/G.8012 – Structure of the ETH interfaces 


6.1.1 ETH substructure 


The Ethernet MAC layer as defined in Recommendation G.8010 [10] is further structured in sublayers in order to support the network management and supervision functionalities defined in Recommendations G.8010 [10] and Y.1730 [16]:


–
segment monitoring (ETHS);


–
end-to-end path supervision (ETHP);


–
optional adaptation of client signals via Logical Link Control (LLC) and Sub-Network Access Protocol (SNAP).


6.1.2 Ethernet structure


The Ethernet interface consists of the Ethernet Physical (ETY) layer.


6.1.3 Ethernet-over-Transport structure 


The Ethernet-over-Transport interface consists of the multiple layers, of which only the first one is illustrated in Figure 6-9. The next layers are outside the scope of this Recommendation; the reader is referred to the appropriate technology recommendations (e.g. G.707 for SDH).


 There are a number of such EoT interfaces defined under this recommendation as depicted in Figure 6-9:


•
Ethernet-over-PDH (EoP);


•
Ethernet-over-SDH (EoS);


•
Ethernet-over-OTH (EoO);


•
Ethernet-over-ATM (EoA);


•
Ethernet-over-MPLS (EoM);


•
Ethernet-over-RPR (EoR).


Table 6-1/G.8012 ( Bandwidth of the payload of PDH path signals


		PDH type

		PDH payload
(kbit/s)

		In steps of
(kbit/s)



		P11s

		1 536 – (64/24) ( 1 533

		



		P12s

		1 980

		



		P31s

		33 920

		



		P32e

		4696/4760 * 44736 ( 24 528

		



		P11s-Xv, X = 1 to 16

		 ( 1 533 to ( 49 066

		 ( 1 533



		P12s-Xv, X = 1 to 16

		1 980 to 31 680

		1 980



		P31s-Xv, X = 1 to 8

		33 920 to 271 360

		33 920



		P32e-Xv, X = 1 to 8

		( 44 134 to ( 353 072

		( 44 134





Table 6-2/G.8012 ( Bandwidth of the payload of SDH VCs


		VC type

		VC payload
(kbit/s)

		In steps of
(kbit/s)



		VC-11

		1 600

		



		VC-12

		2 176

		



		VC-2

		6 784

		



		VC-3

		48 384

		



		VC-4

		149 760

		



		VC-4-4c

		599 040

		



		VC-4-16c

		2 396 160

		



		VC-4-64c

		9 584 640

		



		VC-4-256c

		38 338 560

		



		VC-11-Xv, X = 1 to 64

		1 600 to 102 400

		1 600



		VC-12-Xv, X = 1 to 64

		2 176 to 139 264

		2 176



		VC-2-Xv, X = 1 to 64

		6 784 to 434 176

		6 784



		VC-3-Xv, X = 1 to 256

		48 384 to 12 386 304

		48 384



		VC-4-Xv, X = 1 to 256

		149 760 to 38 338 560

		149 760





Table 6-3/G.8012 ( Bandwidth of the OTH ODUs


		ODU type

		OPU Payload (kbit/s)

		In steps of (kbit/s)



		ODU1

		2 488 320

		



		ODU2

		238/237 ( 9 953 280 ( 9 995 277

		



		ODU3

		238/236 ( 39 813 120 ( 40 150 519

		



		ODU1-Xv, X = 1 to 256

		2 488 320 to 637 009 920

		2 488 320



		ODU2-Xv, X = 1 to 256

		( 9 995 277 to ( 2 558 709 902

		( 9 995 277



		ODU3-Xv, X = 1 to 256

		( 40 150 519 to ( 10 278 532 946

		( 40 150 519





6.2 Information structure for the ETH interfaces


The information structure for the ETH interfaces is represented by information containment relationships and flows. The principal information containment relationships are described in Figures 6-10 to 6‑Error! Bookmark not defined..


6.2.1 ETH principle information containment relationship


The ETH frame consists of a MAC Destination Address (DA), a MAC Source Address (SA), a MAC Service Data Unit (M_SDU) and if required a PAD field (see G.8010 and IEEE 802.3). The M_SDU may optionally include a Priority Tag (see IEEE 802.1Q). A client signal of the ETH layer network is mapped into the M_SDU via one of four different encapsulations (see Figures 6-10 and 7‑1):


-
Type encapsulation


-
Length/LLC encapsulation


-
Length/LLC/SNAP encapsulation


-
Length/LLC/SNAP/Type encapsulation.


Table 6-4/G.8012 ( Overview of encapsulated units


		Encapsulation type

		Reference



		LLC/SNAP/EtherType client encapsulation

		IEEE 802, subclause 10.5 [17]

RFC 2684, subclause 5.1 [23]



		LLC/SNAP/PID client encapsulation

		IEEE 802, subclause 10.3, [17]

RFC 2684, subclause 5.2 [23]



		LLC encapsulated SNAP client

		IEEE 802.2, subclause 3 [20], 


RFC 2684, subclause 5.1 [23]



		LLC encapsulated non-SNAP client

		IEEE 802.2, subclause 3 [20]



		Length encapsulated LLC client

		IEEE 802.3, clause 3 [21]



		EtherType encapsulated client

		IEEE 802.3, clause 3 [21]



		Priority tag

		IEEE 802.1Q, subclause 9.3.2 [19]



		ETH encapsulated MAC SDU 

		IEEE 802.3, clause 3 [21]



		MAC encapsulated ETH

		IEEE 802.3, clause 3 [21]
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Figure 6-10/G.8012 – Ethernet principle information containment 

6.2.1.1 ETY link frame


The ETH frame is extended with a MAC FCS field and a Preamble (PA) and Start of Frame Delimiter (SFD). See Figure 6-11.
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Figure 6-11/G.8012 –ETY link frame


6.2.1.2 GFP-F link frame


The ETH frame is extended with a MAC FCS field and then mapped as specified in Recommendation G.7041 [7] in the GFP Payload Information Field. A core Header with PLI and cHEC fields and a Payload Header field with subfield is prepended. The PTI subfield has value 000, the PFI subfield has value 0, the EXI subfield has value 0000 and the UPI subfield has value 0x01. See Figure 6-12. The maximum size of the GFP payload information field is specified in G.7041 [7], subclause 6.1.2.
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Figure 6-12/G.8012 – GFP-F link frame


6.2.1.3 64B/66B link frame


The ETH frame is extended with a MAC FCS field and a Preamble (PA) and Start of Frame Delimiter (SFD) as shown in Figure 6-13. For encapsulation the MAC frame is further extend with an S, T and idles. The coding of S, T and idles and the minimum number of idles is specified in IEEE 802.3ae [22]
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Figure 6-13/G.8012 – 64B/66B link frame


6.2.1.4 LAPS link frame


The ETH frame is extended with a MAC FCS field and then mapped as specified in X.86 [15] in the LAPS Information Field. A Address field with value 0x04, a Control field with value 0x03 and a SAPI field with value 0xfe01 is prepended. See Figure 6-14.
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Figure 6-14/G.8012 – LAPS link frame


6.2.1.5 AAL5 CPCS-PDU link frame


6.2.1.5.1 LLC encapsulation based without MAC FCS


The ETH frame is extended with a MAC FCS field and then mapped as specified in RFC 2684 [23] in the LLC encapsulation based AAL5 CPCS-PDU Payload field after Padding and SNAP and LLC encapsulation, optionally padded with an AAL5 CPCS-PDU PAD field. The LLC header value is fixed to 0xAA-AA-03. The SNAP header is fixed to 0x00-80-C2-00-01. A CPCS-UU field with undefined value, a CPI field with value 0x00, Length field and a CRC32 field are added to complete the AAL5 CPCS-PDU as specified in I.365.5 [13]. See Figure 6-15.
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Figure 6-15/G.8012 – LLC encapsulation based AAL5 CPCS-PDU link frame without MAC FCS without MAC FCS preservation

6.2.1.5.2 LLC encapsulation based with MAC FCS


The ETH frame is mapped as specified in RFC 2684 [23] in the LLC encapsulation based AAL5 CPCS-PDU Payload field after Padding and SNAP and LLC encapsulation, optionally padded with an AAL5 CPCS-PDU PAD field. The LLC header value is fixed to 0xAA-AA-03. The SNAP header is fixed to 0x00-80-C2-00-01. A CPCS-UU field with undefined value, a CPI field with value 0x00, Length field and a CRC32 field are added to complete the AAL5 CPCS-PDU as specified in I.365.5 [13]. See Figure 6-16.
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Figure 6-16/G.8012 – LLC encapsulation based AAL5 CPCS-PDU link frame with MAC FCS preservation

6.2.1.5.3 VC-multiplexing based without MAC FCS


The ETH frame is mapped as specified in RFC 2684 [23] in the VC-multiplexing based AAL5 CPCS-PDU Payload field optionally padded with an AAL5 CPCS-PDU PAD field. A CPCS-UU field with undefined value, a CPI field with value 0x00, Length field and a CRC32 field are added to complete the AAL5 CPCS-PDU as specified in I.365.5 [13]. See Figure 6-17.
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Figure 6-17/G.8012 – VC-multiplexing based AAL5 CPCS-PDU link frame without MAC FCS without MAC FCS preservation

6.2.1.5.4 VC-multiplexing based with MAC FCS


The ETH frame is extended with a MAC FCS field and then mapped as specified in RFC 2684 [23] in the VC-multiplexing based AAL5 CPCS-PDU Payload field optionally padded with an AAL5 CPCS-PDU PAD field. A CPCS-UU field with undefined value, a CPI field with value 0x00, Length field and a CRC32 field are added to complete the AAL5 CPCS-PDU as specified in I.365.5 [13]. See Figure 6-18.
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Figure 6-18/G.8012 – VC-multiplexing based AAL5 CPCS-PDU link frame with MAC FCS preservation

6.2.1.6 MPLS link frame


For further study


6.2.1.7 RPR link frame


For further study


6.2.2 Ethernet UNI


6.2.2.1 Ethernet UNI


The Ethernet UNI deploys the ETY link frame as specified in 6.2.1.1.


6.2.3 Ethernet NNI


6.2.3.1 Ethernet NNI


The Ethernet NNI deploys the ETY link frame as specified in 6.2.1.1.


6.2.3.2 EoP NNI


The Ethernet over PDH NNI deploys either the GFP-F link frame as specified in 6.2.1.2, or the LAPS link frame as specified in 6.2.1.4. The mapping of the GFP-F link frames into P11s/P11s‑Xv, P12s/p12s‑Xv, P31s/P31s‑Xv and P32e/P32‑Xv is specified in Recommendation G.8040 [12]. The mapping of the LAPS link frames into P11s, P12s, P31s and P4s is specified in Recommendation X.85 [14].


The frame structure of P11s, P12s, and P32e is specified in Recommendation G.704 [1] and the frame structure of P12s is specified in Recommendation G.832 [6]. Virtual concatenation of these PDH signals is specified in Recommendation G.7043 [9]

For the channelized P32e the direct multiplexing of P11s into P32 is specified in ANSI T1.107, subclause 9.3


For interworking at administrative domain boundaries between GFP-F and LAPS link frames the following rule applies:


-
At international boundaries, or at the boundaries between the networks of different operators, the GFP-F encapsulation defined in 6.2.1.2 shall be used unless otherwise mutually agreed by the operators providing the transport. Within a national network or within the domain of a single operator, LAPS encapsulation as defined in 6.2.1.4 may be used.


Figure 6-19 illustrates the relation of the components of Ethernet over PDH NNI using GFP-F encapsulation and Figure 6-20 the ones using LAPS.
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Figure 6-19/G.8012 – Components of the Ethernet over PDH NNI using GFP-F
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Figure 6-20/G.8012 – Components of the Ethernet over PDH NNI using LAPS


6.2.3.3 EoS NNI


The Ethernet over SDH (EoS) NNI deploys either the GFP-F link frame as specified in 6.2.1.2, or the LAPS link frame as specified in 6.2.1.4, or for the case of a VC-4-64c supported ETH topological link the 64B/66B link frame as specified in 6.2.1.3. The mapping of the GFP-F link frames and the mapping of LAPS link frames into VC11/VC-11-Xv, VC-12/VC-12-Xv, VC-3/VC-3-Xv, VC-4/VC-4-Xv and VC-4-Xc is specified in Recommendation G.707, subclause 10.6 and 10.3 respectively [4]. The mapping of the 64B/66B encoded bit stream is specified in Recommendation g.707, Annex F [4].


Path overhead and virtual concatenation of the VCs is specified in Recommendation G.707 [4]

For interworking at administrative domain boundaries between GFP-F and LAPS and between GFP-F and 64B/66B link frames the following rules apply:


-
GFP-F ( LAPS: At international boundaries, or at the boundaries between the networks of different operators, the GFP-F encapsulation defined in 6.2.1.2 shall be used unless otherwise mutually agreed by the operators providing the transport. Within a national network or within the domain of a single operator, LAPS encapsulation as defined in 6.2.1.4 may be used.


· GFP-F ( 64B/66B: At international boundaries, or at the boundaries between the networks of different operators, the 64B/66B encapsulation defined in 6.2.1.3 shall be used unless otherwise mutually agreed by the operators providing the transport. Within a national network or within the domain of a single operator, GFP-F encapsulation as defined in 6.2.1.2 may be used.


The components of the Ethernet over SDH NNI using the default encapsulation are illustrated in figures 6-21 and 6-22.
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Figure 6-21/G.8012 – Components of the Ethernet over SDH NNI using GFP-F or LAPS encapsulation
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Figure 6-22/G.8012 – Components of the Ethernet over SDH NNI when using 64B/66B encapsulation


6.2.3.4 EoO NNI


The Ethernet over OTH NNI deploys the GFP-F link frame as specified in 6.2.1.2 and its components are illustrated in figure 6-23. The mapping of the GFP-F link frame into ODUj/ODUk  and ODUj-Xv is specified in Recommendation G.709, subclause 17.36 and 18.4 respectively [5]. 


Path overhead and virtual concatenation of the ODUs is specified in Recommendation G.709 [5].
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Figure 6-23/G.8012 – Components of the Ethernet over OTN NNI


6.2.3.5 EoA NNI


The Ethernet over ATM NNI deploys either the LLC-encapsulation, or VC-multiplexing based AAL5 CPCS-CPU link frame as specified in 6.2.1.5. The mapping of AAL5 CPCS-CPU link frame into a VC is specified in I.363.5 [13]

The components of the Ethernet over ATM NNI are illustrated in 6-24
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Figure 6-24/G.8012 – Components of the Ethernet over ATM NNI


6.2.3.6 EoM NNI


For further study.


6.2.3.7 EoR NNI


For further study.


6.3 MAC address


The Ethernet frame includes two 48-bit MAC addresses: MAC Destination Address (DA) and MAC Source Address (SA) (as specified in IEEE 802.3 [21]). Any of these addresses could occur at the Ety-UNI and NNI.


The set of 248 MAC addresses (Figure 6-25) is divided into two main subsets (IEEE 802, clause 9):


-
247 individual MAC addresses (referred to as unicast)


-
247 group MAC addresses (referred to as multicast).


One of the group MAC addresses is defined as a


-
broadcast MAC address (FF-FF-FF-FF-FF-FF).


Thirty-three of the group MAC addresses are defined as control frames (IEEE 802.1D, IEEE 802.1Q)


-
All bridges address (01-80-C2-00-00-10)


-
Reserved addresses (01-80-C2-00-00-00 to 01-80-C2-00-00-0F)


-
GARP Application addresses (01-80-C2-00-00-20 to 01-80-C2-00-00-2F). 
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Figure 6-25/G.8012 - MAC address structure (for information)


6.4 VLAN tag and Priority tag


The Ethernet frame optionally includes a Priority Tag as specified in IEEE 802.1Q, clause 9 [19] with a 3-bit Priority field and the VLAN-ID=0. This 3-bit Priority field can take 8 values 0 to 7.


The Ethernet frame optionally includes a QTag as specified in IEEE 802.1Q, clause 9 [19] with a 3-bit Priority field (see 7.2) and a VLAN-ID≠0 or VLAN-ID≠4095. This 3-bit Priority field can take 8 values 0 to 7.


These tags are present at the Ety-UNI and the NNI


7 Multiplexing/mapping principles


Figure 7‑1 shows the relationship between various information structure elements and illustrates the multiplexing structure and mappings for the ETH from client signal to link frames.
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Figure 7-1/G.8012 – Ethernet mapping and multiplexing


7.1 Mapping


The client signal is mapped into the ETH signal (frame) directly via TYPE encapsulation, or indirectly via LENGTH encapsulation. With LENGTH encapsulation one or more additional encapsulation steps are present: a Logical Link Control (LLC) with SAP encapsulation, a LLC with Sub-Network Access Protocol (SNAP) and PID encapsulation, or a LLC/SNAP with TYPE encapsulation. Refer to subclause 6.2.1.


The ETH signal (frame) is then mapped into the applicable link frame and those link frames are transported over an ETH topological link.


7.2 ETH single level VLAN Multiplex


Figure 7-2 illustrates a single level multiplexing of up to 4094 ETH signals into an ETH topological link. The ETH frame is for that purpose extended with a VLAN tag including a VLAN Identifier (Figure 7-3) as specified in IEEE 802.1Q [19]. This multiplexing structure is applicable for the Ety-UNI and the NNI.
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Figure 7-2/G.8012 – Ethernet one level multiplexing
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Figure 7-3/G.8012 – Ethernet one level multiplexing method


7.3 ETH 2 level VLAN Multiplex


The specification of a 2 level multiplexing is currently under development in project IEEE P802.1ad. See Appendix I.


8 Physical specification of the Ethernet Interfaces


References for the physical characteristics of the Ety-UNI and Ety-NNI are given in Table 9-1.


Table 9-1/G.8012 ( Ethernet interfaces for Ethernet over Transport


		Ethernet interface

		Reference



		10BASE-T

		IEEE 802.3, clause 14 [21]



		100BASE-T

		IEEE 802.3, clause 25 [21]



		1000BASE-SX

		IEEE 802.3, clause 38 [21]



		1000BASE-LX

		IEEE 802.3, clause 38 [21]



		10GBASE-SW (Note)

		IEEE 802.3ae, clauses 50 and 52 [22]



		10GBASE-LW (Note)

		IEEE 802.3ae, clauses 50 and 52 [22]



		10GBASE-ER (Note)

		IEEE 802.3ae, clauses 50 and 52 [22]



		10GBASE-SR

		IEEE 802.3ae, clauses 49 and 52 [22]



		10GBASE-LR

		IEEE 802.3ae, clauses 49 and 52 [22]



		10GBASE-ER

		IEEE 802.3ae, clauses 49 and 52 [22]



		Note:
Difference between the 10GBASE-W based UNI and NNI are described in Appendix II





APPENIX I


I Ethernet Multiplexing


I.1 ETH 2 level VLAN Multiplex

Figure I-1 illustrates a two level multiplexing of up to M x 4094 ETH signals into an ETH topological link. The ETH frame is for that purpose extended with a first level C-VLAN tag including a VLAN Identifier and a second level S-VLAN tag including also a S-VLAN Identifier (Figure I-2).


The structure of the S-VLAN tag and the value of M are for further study.




[image: image29.wmf]M_SDU


ETH


C-VLAN


x4094


xM


S-VLAN


xM


GFP-F


LAPS


ETYn


MPLS


AAL5


PW


64B/66B




Figure I-1/G.8012 – Ethernet two level multiplexing
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Figure I-2/G.eint – Ethernet two level multiplexing method


APPENDIX II


II 10GBASE-W type UNI and NNI


II.1 10GBASE-W type Ethernet NNI


Recommendation G.707, Annex F [4] specifies the Mapping of a 64B/66B-encoded signal into VC-4-64c. Any optical STM-N interface specified in Recommendation G.691 [2] could be used for the Ethernet NNI.


II.2 10GBASE-W type Ethernet UNI


IEEE 803.3ae [22] specifies the 64B/66B coding, the use of overhead of the VC-4-64c, MS64 and RS64, the timing of the interface and the optical characteristics of the 10GBASE-W type Ethernet interfaces. 


II.3 Differences between the 10GBASE-W based Ethernet UNI and NNI


· The specification for the 10GBASE-W type Ethernet UNI and NNI differ in respect of: Coding of the Overhead of the RS64


· Timing of the SDH signal


· Set of optical interfaces
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Introduction


This Recommendation forms part of a suite of Recommendations covering the full functionality of Ethernet transport network architecture and equipment (e.g. G.8010, G.8012) and follows the principals defined in ITU-T Recommendations G.805.


This Recommendation specifies a library of basic building blocks and a set of rules by which they may be combined in order to describe equipment used in an Ethernet transport network.  The building blocks are based on atomic modelling functions defined in G.806 and G.809.  The library comprises the functional building blocks needed to specify completely the generic functional structure of the Ethernet transport network.  In order to be compliant with this Recommendation, the Ethernet functionality of any equipment which processes at least one of the Ethernet transport layers needs to be describable as an interconnection of a subset of these functional blocks contained within this Recommendation.  The interconnections of these blocks should obey the combination rules given.


The specification method is based on functional decomposition of the equipment into atomic and compound functions.  The equipment is then described by its Equipment Functional Specification (EFS) which lists the constituent atomic and compound functions, their interconnection, and any overall performance objectives (e.g. transfer delay, availability, etc.).


This is the first release of a planned series of releases of this Recommendation.  This first release is intended to provide the necessary building blocks to support basic point-to-point connections of Ethernet ports over SDH transport networks (so-called Ethernet Private Line [EPL]).


ITU-T Recommendation G.8021/Y.1341


Characteristics of Ethernet transport network equipment functional blocks

1. Scope


This Recommendation covers the functional requirements of Ethernet functionality within Ethernet transport equipment.


This Recommendation uses the specification methodology defined in ITU-T Rec. G.806 in general for transport network equipment and is based on the architecture of Ethernet layer networks defined in ITU-T Rec. G.8010 and the interfaces for Ethernet transport networks defined in ITU‑T Rec. G.8011, G.8011.1, G.8012, Y.1730 and IEEE 802.3.  The description is generic and no particular physical partitioning of functions is implied.  The input/output information flows associated with the functional blocks serve for defining the functions of the blocks and are considered to be conceptual, not physical.


The functionality defined in this Recommendation can be applied at User-to-Network Interfaces (UNI) and Network Node Interfaces (NNI) of the Ethernet transport network.


Not every functional block defined in this Recommendation is required for every application. Different subsets of functional blocks from this Recommendation and others (e.g. ITU-T Rec. G.783, G.798, G.806, I.732) may be assembled in different ways according to the combination rules given in these Recommendations to provide a variety of different capabilities.  Network operators and equipment suppliers may choose which functions must be implemented for each application.


The internal structure of the implementation of this functionality (equipment design) need not be identical to the structure of the functional model, as long as all the details of the externally observable behaviour comply with the Equipment Functional Specification (EFS).


Equipment developed prior to the production of this Recommendation may not comply in all details with this Recommendation.


The equipment requirements described in G.8021/Y.1341 are generic and no particular physical partitioning of functions is implied.  The input/output information flows associated with the functional blocks define the functions of the blocks and are considered to be conceptual, not physical.


Figure 1 presents a summary illustration of the set of atomic functions associated with the Ethernet signal transport.  These atomic functions may be combined in various ways to support a variety of Ethernet services, some of which are illustrated in Appendix 1.  The functions for the processing of communication channels (COMMS) are not shown in these figures in order to reduce the complexity of the figures.  For the COMMS functions, refer to the specific layer network descriptions.
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Figure 1/G.8021/Y.1341 -- Overview of G.8021/Y.1341 Atomic Model Functions


2. References


The following ITU-T Recommendations and other references contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.


· ITU-T Rec. G.707 (2003), Network node interface for the Synchronous Digital Hierarchy (SDH).


· ITU-T Rec. G.709 (2001), Interfaces for the optical transport network (OTN).


· ITU-T Rec. G.783 (2004), Characteristics of synchronous digital hierarchy (sdh) equipment functional blocks.


· ITU-T Rec. G.805 (2001), Generic functional architecture of transport networks.

· ITU-T Rec. G.806 (2004), Characteristics of transport equipment – Description methodology and generic functionality.


· ITU-T Rec. G.809 (2003), Functional architecture of connectionless layer networks.


· ITU-T Rec. G.831 (2000), Management capabilities of transport networks based on the synchronous digital hierarchy (SDH).


· ITU-T Rec. G.841 (1998), Types and characteristics of SDH network protection architectures.


· ITU-T Rec. G.874 (2001), Management aspects of the Ethernet transport network element.


· ITU-T Rec. G.957 (1999), Optical interfaces for equipments and systems relating to the synchronous digital hierarchy.


· ITU-T Rec. G.959.1 (2001), Optical transport networks physical layer interfaces.


· ITU-T Rec. G.8251 (2001), The control of jitter and wander within the Ethernet transport network (OTN).


· ITU-T Rec. G.7041 (2003), Generic Framing Procedure (GFP).


· ITU-T Rec. G.7042 (2001), Link Capacity Adjustment Scheme (LCAS) for Virtual Concatenated signals.


· ITU-T Rec. G.8010/Y.1306 (2004), Architecture of Ethernet layer networks.


· ITU-T Rec. G.8011/Y.1307 (TBA), Ethernet over Transport: Ethernet Services Framework.


· ITU-T Rec. G.8011.1/Y.1307.1 (TBA), Ethernet over Transport: Ethernet Private Line Service.


· ITU-T Rec. G.8012/Y.1308 (TBA), Ethernet UNI and Ethernet over Transport NNI.


· IEEE Std. 802-2001, IEEE Standard for Local and Metropolitan Area Networks: Overview and Architecture.


· IEEE Std. 802.1D-2003, IEEE standard for local and metropolitan area networks:- Media Access Control (MAC) Bridges.


· IEEE Std. 802.1Q-2003, IEEE standard for local and metropolitan area networks: Virtual Bridged Local Area Networks.


· IEEE Std. 802.3-2002, IEEE Standard for Information technology - Telecommunications and information exchange between systems - IEEE standard for local and metropolitan area networks - Specific requirements – Part 3: Carrier Sense Multiple Access with Collision Detection (CSMA/CD) Access Method and Physical Layer Specifications.


· IEEE Std. 802.3ae-2002, IEEE Standard for Information technology - Telecommunications and information exchange between systems - IEEE standard for local and metropolitan area networks - Specific requirements – Part 3: Carrier Sense Multiple Access with Collision Detection (CSMA/CD) Access Method and Physical Layer Specifications, Amendment: Media Access Control (MAC) Parameters, Physical Layers, and Management. Parameters for 10 Gb/s Operation.

· IEC 60825-1 (2001), Safety of laser products. Part 1: Equipment classification, requirements and user's guide.


· IEC 60825-2 (2001), Safety of laser products. Part 2: Safety of optical fibre communication systems.


3. Terms and definitions


This recommendation uses the following terms defined in IEEE 802.3 Clause 1.4:


3.1. 10BASE-F:  IEEE 802.3 clause 1.4.3

3.2. 10BASE-T:  IEEE 802.3 clause 1.4.9

3.3. 100BASE-FX:  IEEE 802.3 clause 1.4.10

3.4. 100BASE-T:  IEEE 802.3 clause 1.4.11

3.5. 100BASE-TX:  IEEE 802.3 clause 1.4.14

3.6. 100BASE-X:  IEEE 802.3 clause 1.4.15

3.7. 1000BASE-CX:  IEEE 802.3 clause 1.4.16

3.8. 1000BASE-LX:  IEEE 802.3 clause 1.4.17

3.9. 1000BASE-SX:  IEEE 802.3 clause 1.4.18

3.10. 1000BASE-T:  IEEE 802.3 clause 1.4.19

3.11. 1000BASE-X:  IEEE 802.3 clause 1.4.20

3.12. 8B/10B transmission code:  IEEE 802.3 clause 1.4.24

4. Acronyms and Abbreviations


This Recommendation uses the following abbreviations:


5. Methodology


For the basic methodology to describe transport network functionality of network elements, refer to clause 5/G.806.

6. Supervision


The generic supervision functions are defined in clause 6/G.806.  Specific supervision functions for the Ethernet transport network are defined in this clause.


6.1. Defects


For defects, see ITU-T Rec. G.806 and the specific atomic functions.


6.2. Consequent actions


For consequent actions, see ITU-T Rec. G.806 and the specific atomic functions.


6.3. Defect correlations


For the defect correlations, see the specific atomic functions.


6.4. Performance filters


6.4.1. One-second performance monitoring filters associated with counts


For further study.


6.4.2. Performance monitoring filters associated with gauges


For further study.


7. Information flow across reference points


See clause 7/G.806 for the generic description of information flow.  For Ethernet-specific information flow, see the description of the functions in clause 9.


8. Generic processes


Generic processes are defined in clause 8/G.806.  This clause defines generic processes specific to equipment supporting the Ethernet transport network.


Figure 2 presents a high level view of the processes that are present in a generic Server to ETH adaptation function (<Srv>/ETH).  The information crossing the <Srv>/ETH termination flow point (ETH_TFP) is referred to as the ETH characteristic information (ETH_CI). The information crossing the Server layer access point (<Srv>_AP) is referred to as the Server-specific adaptive information (<Srv>_AI). Note that for some server signals not all processes need to be present, as defined in the server specific adaptation functions.
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Figure 2/G.8021/Y.1341 – Server to ETH adaptation functions


The “Filter,” “Queuing,” “Mux/Demux,” “Replicate,” “802.3 Protocols,” “MAC FCS Generate” and “MAC Frame Check” processes are independent of the server layer and are therefore defined in clause 8.1 (“Server-Independent <Srv>/ETH Adaptation Generic processes”).  The server layer specific process is further decomposed in clause 8.3 (“Server Specific <Srv>/ETH Adaptation Generic processes”).


8.1. Server-Independent  <Srv>/ETH Adaptation Generic Processes


8.1.1. Mux/Demux Process


For further study.


8.1.2. Queuing Process


The queueing process buffers received ETH frames for output.  The queueing process is also responsible for dropping frames if their rate at the ETH_CI is higher than the <Srv>_AI_D can accommodate, as well as maintaining PM counters for dropped frames.  In response to RI_PauseRequest asserted, the Queueing process halts the flow of frames to the Replicate process.
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Figure 3/G.8021/Y.1341 – Queuing process


8.1.2.1. Simple Queuing process


The Queuing process provides storage for frames, awaiting an opportunity to deliver these to the subsequent process.  The order of frames received is preserved for all frames.


A frame queued by the Queuing process for is removed from that queue on submission to the subsequent process.  No further attempt is made to re-deliver frame to the subsequent process even if transmission is known to have failed.  A frame queued by the Queuing process can be removed from that queue, and not subsequently transmitted, if the time for which buffering is guaranteed has been exceeded for that frame.


Frames queued for transmission are removed from that queue if the associated MAC leaves the forwarding state.


8.1.2.2. IEEE 802.1D Queuing process


The IEEE 802.1D Queueing process is applicable to <Srv>/ETH_A_Sk functions.  This process is defined in IEEE 802.1D (clauses 7.7.3 and 7.7.4).


8.1.2.3. IEEE 802.1Q Queuing Process


The IEEE 802.1Q Queueing process is applicable to <Srv>/ETH-m_A_Sk functions.  This process is defined in IEEE 802.1Q (clauses 8.6.5 and 8.6.6).


8.1.3. Filter Process
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Figure 4/G.8021/Y.1341 -- Filter process


The filter process maintains the filter action for each of the thirty-three group MAC addresses indicating control frames as defined by clause 6.3/G.8012.


Valid filter actions are “pass” as described in 8.1.8.3/G.8011 and “block” as described in 8.1.8.1/G.8011.  The filter action for of these thirty-three MAC addresses can be configured separately.  All filter actions shall default to “pass.”


If the destination address of the incoming ETH frame matches one of the above addresses, the filter process shall perform the corresponding filter action.  If none of the above addresses match, the ETH frame is passed.


8.1.4. Replicate Process
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Figure 5/G.8021/Y.1341 – Replicate Processes


The <Srv>/ETH_A_So replicate process shall:


· replicate ETH_CI traffic units received on the input from the queueing process and deliver them as ETH_PI to the ETHF_PP interface and the 802.3 protocols process;

· replicate ETH_CI traffic units received on the input from the ETH_TFP and deliver them as ETH_PI to the ETHTF_PP interface and 802.3 protocols process.

The <Srv>/ETH_A_Sk replicate process shall:


· replicate ETH_CI traffic units received on the input from the 802.3 protocols process and deliver them to the ETH_TFP and to the filter process;

· deliver ETH_PI traffic units received on the input from the ETHF_PP interface to the ETH_TFP;

· deliver ETH_PI traffic units received on the input from the ETHTF_PP to the filter process.

8.1.5. 802.3 Pause Processes


8.1.5.1. Pause Transmit Process
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Figure 6/G.8021/Y.1341 –Transmit Pause Process


If enabled (MI_TxPauseEnable = true), this optional process generates Pause frames according to IEEE 802.3 Annex 31B.


The generation of the Pause frame is triggered as soon as a CI_PauseTrigger is received.  The CI_PauseTrigger primitive that has triggered the Pause frame generation conveys the pause_time parameter used in the generated Pause frame.


The generation of the CI_PauseTrigger is outside of the scope of this recommendation.


Other Pause Trigger inputs are possible and are for further study.

8.1.5.2. Pause Receive Process
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Figure 7/G.8021/Y.1341 – Receive Pause Process

This optional process recognizes incoming MAC Control frames (i.e. any ETH frame with EtherType equal to 88-08) according to IEEE 802.3 clauses 31.5.1 and 31.4.1.3.


Pause frames are detected and the corresponding action shall be performed according to the MI_PauseAction configuration. Valid actions are “block” as described in 8.1.8.1/G.8011 and “process” as described in 8.1.8.2/G.8011. When processed, a received Pause frame results in a RI_PauseRequest to the paired <Srv>/ETH_A_So.


All other received MAC control frames are dropped.


8.1.6. 802.3 Protocols Processes


For further study.


8.1.7. MAC FCS generation:
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Figure 8/G.8021/Y.1341 – MAC FCS Generation Process

The MAC FCS is calculated over the ETH_CI traffic unit and inserted into the MAC FCS fields of the frame as defined in IEEE 802.3 subclause 4.2.3.1.2. 


Note 1 - For some server signals MAC FCS generation is not supported. This will be defined in the server specific adaptation functions.


8.1.8. MAC Frame Check:
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Figure 9/G.8021/Y.1341 – MAC Frame Check Process

The MAC FCS is calculated over the ETH_CI traffic unit and checked as defined in IEEE 802.3 subclause 4.2.4.1.2.  In case errors are detected the frame is discarded.  Errored frames are indicated by FrameCheckSequenceErrors.


Note 1 - For some server signals MAC FCS supervision is not supported.  This will be defined in the server specific adaptation functions.


8.2. ETY / ETH Adaptation Generic Processes


8.2.1. Signal quality supervision


Counts of transmitted and received octets and frames are maintained in ETYn/ETH_A functions per the requirements of IEEE 802.3 clause 30.  Discarded jabber frames are counted in ETYn/ETH_A_So functions.


Additional signal quality performance monitors are for further study.


8.2.2. FDI/BDI generation and detection


For further study.


8.3. Server specific <Srv>/ETH Adaptation Generic Processes


Clause 6.5.2/G.8010 provides a generic block diagram for Server-to-ETH adaptation functions, here reproduced in the figure below, with further decomposition of the Server Layer Specific processes shown for servers using GFP as adaptation method.
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Figure 10/G.8021/Y.1341 – Server to ETH adaptation functions 


The processes within the “server layer specific” block follow the decomposition in 8.5/G.806 and stand for the following functionality:


· “ETH-specific GFP-F”:  See clauses 8.3.1 and 8.3.2.


· “Common GFP”:  Represents the common GFP processes as per 8.5.3/G.806.


· “Server-signal-specific GFP”: Represents the server-specific GFP processes as described in 8.5.2/G.806.  Note that a particularization of the generic description in this clause of G.806 is needed for each of the server layer signal types at hand (e.g.: Sn, Sn-X-L, Sm, Sm-X-L for SDH/ETH adaptation and similarly for PDH/ETH, OTN/ETH, ATM/ETH, MPLS/ETH, etc.).


· “Other server-signal specific”: Represents the non-GFP related server-signal-specific functionality in this function. This involves processes like e.g. payload label termination.


8.3.1. Ethernet specific GFP-F Processes


Ethernet specific GFP-F source process:


See 8.5.4.1.1/G.806.  GFP pFCS generation is disabled (FCSenable=false).  The UPI value for Frame-Mapped Ethernet shall be inserted (Table 6-3/G.7041).  The Ethernet frames are inserted into the client payload information field of the GFP-F frames according to 7.1/G.7041.


Ethernet specific GFP-F sink process:


See 8.5.4.1.2/G.806.  GFP pFCS checking, GFP p_FCSError, p_FDis are not supported (FCSdiscard=false).  The UPI value for Frame-Mapped Ethernet shall be expected (table 6-3/G.7041).  The Ethernet frames are extracted from the client payload information field of the GFP-F frames according to 7.1/G.7041. 


8.3.2. Ethernet specific GFP-T Processes


Ethernet specific GFP-T source process:


See 8.5.4.2.1/G.806.  GFP pFCS generation is disabled (FCSenable=false).  The UPI value for Transparent Ethernet shall be inserted (Table 6-3/G.7041).


Ethernet specific GFP-T sink process:


See 8.5.4.2.2/G.806.  GFP pFCS checking is not supported (FCSdiscard=false).  The UPI value for Transparent Ethernet shall be expected (table 6-3/G.7041.


9. Ethernet Flow Layer (ETH) functions


9.1. Flow Forwarding functions


For further study.


9.2. Flow Termination functions


For further study.


9.2.1. ETH Flow Termination function (ETH_FT)


9.2.1.1. ETH Flow Termination Source function (ETH_FT_So)


9.2.1.2. ETH Flow Termination Sink function (ETH_FT_Sk)


9.3. Ethernet / Client Adaptation functions


For further study.


9.3.1. Ethernet / Bridge Port Adaptation function (ETH/BP_A)


9.3.1.1. Ethernet / Bridge Port Adaptation Source (ETH/BP_A_So)


9.3.1.2. Ethernet / Bridge Port Adaptation Sink (ETH/BP_A_Sk)


9.3.2. Ethernet / Internet Protocol Adaptation function (ETH/IP_A)


9.3.2.1. Ethernet / IP Adaptation Source function (ETH/IP_A_So)


9.3.2.2. Ethernet / IP Adaptation Sink function (ETH/IP_A_Sk)


9.4. Traffic Conditioning function (ETH_TC)


For further study.


9.5. ETH Segment Flow Sub-layer functions


For further study.


9.5.1. ETH Segment Flow Termination function (ETHS_FT)


9.5.1.1. ETH Segment Flow Termination Source (ETHS_FT_So)


9.5.1.2. ETH Segment Flow Termination Sink (ETHS_FT_Sk)


9.5.2. ETH Segment Flow Adaptation function (ETHS/ETH_A)


9.5.2.1. ETH Segment Flow Adaptation Source (ETHS/ETH_A_So)


9.5.2.2. ETH Segment Flow Adaptation Sink (ETHS/ETH_A_Sk)


10. Ethernet PHY Layer (ETYn) layer functions


Recommendation G.8021/Y.1341 supports the following full-duplex Ethernet PHYs:


· ETY1:  10BASE-T (twisted pair electrical; full-duplex only)


· ETY2.1:  100BASE-TX (twisted pair electrical;  full-duplex only; for further study)


· ETY2.2:  100BASE-FX (optical;  full-duplex only;  for further study)


· ETY3.1:  1000BASE-T (copper;  for further study)


· ETY3.2:  1000BASE-LX/SX (long- and short-haul optical;  full duplex only)


· ETY3.3:  1000BASE-CX (short-haul copper;  full duplex only; for further study)


· ETY4:  10GBASE-S/L/E (optical; for further study)


10.1. ETYn Connection functions


Not applicable;  There are no connection functions defined for this layer.


10.2. Ethernet PHY Trail Termination functions (ETYn_TT)


In the sink direction, Ethernet PHY Trail Termination functions (ETYn_TT) terminate received optical or electrical Ethernet signals, delivering a conditioned signal to the ETYn/ETH_Sk_A sink adaptation function.  In the source direction, ETYn_TT trail termination accepts an electrical signal from the ETYn/ETH_So_A source adaptation function, and outputs an appropriate electrical or optical signal to the Ethernet electrical or optical delivery medium.


For each of the ETYn_TT functions, a similar set of source and sink processes is required.  Tables in the following subsections specify ETYn_TT functions by incorporating references to appropriate clauses in IEEE 802.3 for the various PHY types.


Allocation of Link Test Fail and Auto-Negotiation related functionality to ETYn trail termination or ETYn/ETH adaptation is for further study.


10.2.1. ETYn Trail Termination Source (ETYn_TT_So)


Symbol
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Figure 11/G.8021/Y.1341: ETYn_TT_So symbol


Interfaces


		Inputs

		Outputs



		ETYn_AI_Data
ETYn_AI_Clock


ETYn_TT_So_MI_PHYType
ETYn_TT_So_MI_PHYTypeList

		ETYn_CI_Data
ETYn_CI_Clock








Table 1/G.8021/Y.1341: ETYn_TT_So interfaces


Processes


		ETYn_TT_So Process

		ETYn Type

		IEEE 802.3 Specifying Clauses



		Transmit process

		ETY1

		14.2.1.1 Transmit function requirements


14.2.2.2 PMA to twisted-pair messages


14.3.1.1 Isolation requirements


14.3.1.2 Transmitter specifications



		

		ETY2.1

		100BASE-TX  (for further study)



		

		ETY2.2

		100BASE-FX:  (Clause26;  for further study)



		

		ETY3.1

		1000BASE-T (for further study)



		

		ETY3.2

		1000BASE-LX/SX:  Clause 38 source processes



		

		ETY3.3

		1000BASE-CX (Clause 39;  for further study)



		

		ETY4

		10GBASE-S/L/E (for further study)





ETY1_TT_So (10BASE-T) Transmit process:


Transfers ETY1_AI_Data containing Manchester-encoded data from the ETY1/ETH_So_A to the twisted pair electrical medium.


ETY2.1_TT_So (100BASE-TX) Transmit process:


For further study.


ETY2.2_TT_So (100BASE-FX) Transmit process:


For further study.


ETY3.1_TT_So (1000BASE-T) Transmit process:


For further study.


ETY3.2_TT_So (1000BASE-SX/LX) Transmit process:


Converts received ETY1_AI_Data containing 8B/10B-encoded data and control into optical signals delivered to the optical medium.  Requirements of IEEE 802.3 clauses 38.2.2, 38.3, 38.3.1, 38.3.3 and 38.5 apply to SX transmitters;  Clauses 38.2.2, 38.4, 38.4.1, 38.4.3 and 38.5 apply to LX transmitter.


ETY3.3_TT_So (1000BASE-CX) Transmit process:


For further study.


ETY4_TT_So (10GBASE-S/L/E) Transmit process:


For further study.


Defects


None.


Consequent actions


None.

Defect correlations


None.


Performance monitoring


None.


10.2.2. ETYn Trail Termination Sink (ETYn_TT_Sk)


Symbol
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Figure 12/G.8021/Y.1341: ETYn_TT_Sk symbol


Interfaces


		Inputs

		Outputs



		ETYn_CI_Data

		ETYn_AI_Data
ETYn_AI_Clock
ETYn_AI_TSF


ETYn_TT_Sk_MI_cLOS





Table 2/G.8021/Y.1341: ETY1_TT_Sk interfaces


Processes


		ETYn_TT_Sk Process

		ETYn Type

		IEEE 802.3 Specifying Clauses



		Receive process

		ETY1

		10BASE-T:


14.2.1.2 Receive function requirements


14.2.2.3 Twisted-pair to PMA messages


14.3.1.1 Isolation requirements


14.3.1.3 Receiver specifications



		

		ETY2.1

		100BASE-TX  (Clause 25 sink processes ffs)



		

		ETY2.2

		100BASE-FX:  (Clause 26 sink processes ffs)



		

		ETY3.1

		1000BASE-T (for further study)



		

		ETY3.2

		1000BASE-LX/SX:  Clause 38 sink processes



		

		ETY3.3

		1000BASE-CX (Clause 39;  for further study)



		

		ETY4

		10GBASE-S/L/E (for further study)



		

		ETY5

		2BASE-TL (for further study)



		

		ETY6

		10PASS-TS (for further study)





ETY1 (10BASE-T) Receive process:


Transfers Manchester-encoded ETYn_CI_Data from the twisted pair electrical medium to the ETY1/ETH_Sk_A function.  Detects and reports dLOS.


ETY2.1_TT_Sk (100BASE-TX) Receive process:


For further study.


ETY2.2_TT_Sk (100BASE-FX) Receive process:


For further study.


ETY3.1_TT_Sk (1000BASE-T) Receive process:


For further study.


ETY3.2_TT_Sk (1000BASE-SX/LX) Receive process:


Converts optical signal (ETY3.2_CI_Data) received from the optical medium into an 8B/10B-coded signal stream.  Detects and reports dLOS.  Conditions signal for clock and data recovery process such that receive jitter requirements are met.  O/E conversion & signal detection per 38.2.3 and 38.2.4.  Clauses 38.3.2, 38.3.3, and 38.5 apply to SX receiver;  38.4.2, 38.4.3 and 38.5 apply to LX receiver.


ETY3.3_TT_Sk (1000BASE-CX) Receive process:


For further study.


ETY4_TT_Sk (10GBASE-S/L/E) Receive process:


For further study.


Defects


dLOS:  (Detection criteria are ETYn PHY specific and are for further study.)


Consequent actions


aTSF ( dLOS.

Defect correlations


cLOS ( dLOS.

Performance monitoring


None.

10.3. ETYn / ETH Type 1 Adaptation function (ETYn/ETH_A)


Figure 13 and Figure 14 illustrate Ethernet trail termination to ETH Type 1 adaptation functions (ETYn/ETH_A and ETYn/ETH-m_A).  Information crossing the ETYn/ETH flow point (ETH_FP) and termination flow point (ETH_TFP) is referred to as the ETH characteristic information (ETH_CI).  Information crossing the ETYn Server layer access point (ETY_AP) is referred to as the ETYn Server-specific adapted information (ETYn_AI).
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Figure 13/G.8021/Y.1341 – ETYn Server to ETH Type 1 Adaptation Function
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Figure 14/G.8021/Y.1341 – ETYn/ETH Type 1 Adaptation Function (Multiple Flow Point)


The ETYn/ETH_A Type 1 adaptation function shown in Figure 13 can be further decomposed into separate source and sink adaptation functions shown in Figure 15:
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Figure 15/G.8021/Y.1341 – ETYn/ETH_A Type 1 Source and Sink Adaptation Functions 


Likewise, ETYn/ETH-m_A multiplexed flow adaptation function shown in Figure 14 can be decomposed into separate source and sink adaptation functions shown in Figure 16:
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Figure 16/G.8021/Y.1341 – ETYn/ETH-m_A Type 1 Source and Sink Adaptation Functions 


10.3.1. ETYn/ETH_A Type 1 Adaptation Source Function (ETYn/ETH_A_So)


Symbol
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Figure 17/G.8021/Y.1341 – ETYn/ETH_A_So symbol


Interfaces


		Inputs

		Outputs



		ETH_CI_Data
ETH_CI_Clock


ETYn/ETH_A_CI_PauseTrigger


ETYn/ETH_A_RI_PauseRequest


ETYn/ETH_A_MI_So_TxPauseEnable




		ETYn_AI_Data
ETYn_AI_Clock


ETH_PI_Data


ETYn/ETH_A_So_MI_Jabber
ETYn/ETH_A_So_MI_FramesTransmittedOK
ETYn/ETH_A_So_MI_OctetsTransmittedOK





Table 3/G.8021/Y.1341: ETYn/ETH_A_So interfaces


Processes


The “Queuing,” “Mux,” “Replicate,” “802.3 Pause” and “802.3 Slow Protocols” processes are independent of the server layer and are therefore defined in clause 8 (“Generic processes”).


The “ETYn Server Specific” source processes are described below:


		ETYn/ETH_A_So Process

		ETYn Type

		IEEE 802.3 Specifying Clauses



		PLS source processes


Jabber source process


Transmit source process




		ETY1

		7.2 PLS Functional specification


7.3.1.1 Data encoding (TX)


14.2.1.6 Jabber function


14.3.1.2 Transmitter specifications


14.2.3 MAU State Diagrams



		

		ETY2.1

		100BASE-T (Clause 25;  for further study)



		

		ETY2.2

		100BASE-X (for further study)



		

		ETY3.1

		1000BASE-T (for further study)



		Frame delivery process


8B/10B Encoding & rate adaptation


Auto-negotiation source process

		ETY3.2 & .3




		1000BASE-X RS source process Clause 35;


1000BASE-X Clause 36


1000BASE-X Clause 37



		

		ETY4

		10GBASE-R (for further study)



		

		ETY5

		2BASE-TL (for further study)



		

		ETY6

		10PASS-TS (for further study)





ETY1-specific source adaptation processes:


For 10BASE-T, Ethernet frames are delivered to the Physical Layer Signaling (PLS) source process one bit at a time.  The PLS applies Manchester-encoding to received bits, delivering the encoded data (ETY1_AI) to the ETY1 Trail Termination source (ETY1_TT_So).


The Jabber process prevents the PLS from sending frames that are too large.


ETY2-specific source adaptation processes:


For further study.


ETY3.1-specific source adaptation processes:


For further study.


ETY3.2- and ETY3.3-specific source adaptation processes:


The Reconciliation Sublayer (RS) source process delivers MAC frame data from the ETYn server-independent MAC FCS Generate process to the 8B/10B encoding process


The 8B/10B encoding process converts received data and control words from the RS source process into 8B/10B codewords per IEEE 802.3 Clause 36.  This process performs rate adaptation by Idle insertion per Clause 36


ETY4-specific source adaptation processes:


For further study.


Defects


None.


Consequent actions


None.

Defect correlations


None.


Performance monitoring


Jabber count per IEEE 802.3 Clause 30.


OctetsTransmittedOK per IEEE 802.3 Clause 30.


FramesTransmittedOK per IEEE 802.3 Clause 30.


10.3.2. ETYn/ETH_A Type 1 Adaptation Sink (ETYn/ETH_A_Sk)


Symbol
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Figure 18/G.8021/Y.1341 – ETYn/ETH_A_Sk symbol


Interfaces


		Inputs

		Outputs



		ETYn_AI_Data
ETYn_AI_Clock
ETH_PI_Data


ETYn/ETH_A_Sk_MI_FilterConfig


ETYn/ETH_A_Sk_MI_PauseAction




		ETH_CI_Data
ETH_CI_Clock
ETH_CI_SSF


ETYn/ETH_A_RI_PauseRequest


ETYn/ETH_A_Sk_MI_FrameCheckSequenceErrors
ETYn/ETH_A_Sk_MI_FramesReceivedOK
ETYn/ETH_A_Sk_MI_OctetsReceivedOK





Table 4/G.8021/Y.1341: ETYn/ETH_A_Sk interfaces


Processes


The “Filter,” “Demux,” “Replicate,” “MAC Frame Check,” “802.3 Pause” and “802.3 Slow Protocols” processes are independent of the server layer and are therefore defined in clause 8 (“Generic processes”).


The “ETYn Server Specific” sink processes are described below:


		ETYn/ETH_A_Sk Process

		ETYn Type

		IEEE 802.3 Specifying Clauses



		Clock & Data recovery


PLS sink processes

		ETY1

		14.3.1.3 Receiver specifications


14.2.3 MAU State Diagrams


7.2 PLS functional specification


7.3.1.1 Data encoding



		

		ETY2.1

		100BASE-T (Clause 25;  for further study)



		

		ETY2.2

		100BASE-X (for further study)



		

		ETY3.1

		1000BASE-T (for further study)



		Clock & Data recovery


8B/10B codeword synchronization


Frame delineation


Auto-negotiation sink processes

		ETY3.2


ETY3.3


ETY3.2 & .3


ETY3.2 & .3


ETY3.2 & .3

		1000BASE-LX/SX per Clause 38


1000BASE-CX per Clause 39 (for further study)


1000BASE-X per Clause 36


1000BASE-X per Clause 35 and 36


1000BASE-X Auto-Negotiation per Clause 36, 37



		

		ETY4

		10GBASE-R (for further study)



		

		ETY5

		2BASE-TL (for further study)



		

		ETY6

		10PASS-TS (for further study)





ETY1-specific sink adaptation processes:


The Management Attachment Unit (MAU) sink process recovers clock and data from link test pulses and Manchester-encoded data received from the ETY1_TT_Sk function on ETYn_CI_Data.


The Physical Layer Signaling (PLS) sink process decodes received Manchester-encoded data and delivers the decoded bitstream to the server-independent MAC Frame Checking process.


ETY2-specific sink adaptation processes:


For further study.


ETY3.1-specific sink adaptation processes:


For further study.


ETY3.2- and ETY3.3-specific sink adaptation processes:


Clock and data recovery is performed per IEEE 802.3 Clauses (LX/SX).  If clock cannot be recovered from the received signal, a local reference clock is substituted as the 125MHz clock delivered to the MAC Frame Check process.


The 8B/10B decoding process performs codeword alignment and loss-of-codeword synchronization detection per IEEE 802.3 Clause 36.


Frame delineation is performed in the Physical Convergence Sublayer (PCS) per IEEE 802.3 Clause 36.  Delineated frames are forwarded to ETYn server-independent MAC Frame Check process per the Reconciliation Sublayer (RS) process per IEEE 802.3 Clause 36.  The RS process forwards an error indication to the MAC Frame Check process if 8B/10B decoding detects an error.  Idle is forwarded in the absence of received frame data.


ETY4-specific sink adaptation processes:


For further study.


Defects


None.


Consequent actions


aSSF ( AI_TSF


Defect correlations


None.


Performance monitoring


FramesReceivedOK per IEEE 802.3 clause 30.


OctetsReceivedOK per IEEE 802.3 clause 30.


FrameCheckSequenceErrors per IEEE 802.3 clause 30.


10.4. ETY / ETH Type 2 Compound Adaptation function (ETYn/ETH_A)


10.4.1. 1000BASE ETY / ETH Type 2 Compound Adaptation functions


For further study.


10.4.1.1. 1000BASE-X Coding / ETH sub-layer Adaptation (ETC3/ETH_A)


10.4.1.1.1. 1000BASE-X Coding / ETH Adaptation source (ETC3/ETH_A_So)


10.4.1.1.2. 1000BASE-X Coding / ETH Adaptation sink (ETC3/ETH_A_Sk)


10.4.1.2. 1000BASE-(S/L/C)X Coding sub-layer Trail Termination function (ETC3_TT)


10.4.1.2.1. 1000BASE-(S/L/C)X Coding sub-layer Trail Termination source (ETC3_TT_So)


10.4.1.2.2. 1000BASE-(S/L/C)X Coding sub-layer Trail Termination sink (ETC3_TT_Sk)


10.4.1.3. 1000BASE-(S/L/C)X ETY / Coding sub-layer Adaptation (ETY3.2/ETC3_A)


10.4.1.3.1. 1000BASE-(S/L/C)X ETY / Coding Adaptation source (ETY3.2/ETC3_A_So)


10.4.1.3.2. 1000BASE-(S/L/C)X ETY / Coding Adaptation sink (ETY3.2/ETC3_A_Sk)


10.4.2. 10GBASE ETY / ETH Type 2 Compound Adaptation functions


For further study.


10.4.2.1. 10GBASE-R Coding sub-layer Trail Termination function (ETC4.1_TT)


10.4.2.1.1. 10GBASE-R Coding sub-layer Trail Termination Source (ETC4.1_TT_So)


10.4.2.1.2. 10GBASE-R Coding sub-layer Trail Termination Sink (ETC4.1_TT_Sk)


10.4.2.2. 10GBASE-R ETY / Coding sub-layer Adaptation (ETY4.1/ETC4.1_A)


10.4.2.2.1. 10GBASE-R ETY / Coding Adaptation source (ETY4.1/ETC4.1_A_So)


10.4.2.2.2. 10GBASE-R ETY / Coding Adaptation sink (ETY4.1/ETC4.1_A_Sk)


11. Non-Ethernet Server to ETH Adaptation functions


11.1. SDH / ETH Adaptation function (S/ETH_A)


11.1.1. VC-n / ETH Adaptation functions (Sn/ETH_A; n=3, 3-X, 4, 4-X)


This covers non-concatenated, contiguously concatenated, and non-LCAS VCAT.  See 11.1.2 for LCAS-capable VC-n-Xv / ETH Adapation functions.


11.1.1.1. VC-n / ETH Adaptation Source function (Sn/ETH_A_So)


This function maps ETH_CI information onto an Sn_AI  signal (n=3, 3-X, 4, 4-X). 


Data at the Sn_AP is a VC-n (n = 3, 3-X, 4, 4-X), having a payload as described in ITU-T G.707/Y.1322, but with indeterminate POH bytes: J1, B3, G1.
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Figure 19/G.8021/Y.1341 -- Sn/ETH_A_So symbol


Interfaces


		Inputs

		Outputs



		ETH_TFP:


ETH_CI_Data


ETH_FP:


ETH_CI_Data
ETH_CI_SSF


Sn_TI:


Sn_TI_Clock
Sn_TI_FrameStart



Sn/ETH_A_So_MI:


Sn/ETH_A_So_MI_CSFEnable

		Sn_AP:


Sn_AI_Data
Sn_AI_Clock
Sn_AI_FrameStart


ETHF_PP:


ETH_PI_Data


ETHTF_PP:


ETH_PI_Data








Table 5/G.8021/Y.1341: Sn/ETH_A_So interfaces


Processes


A process diagram of this function is shown in Figure 20.
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Figure 20/G.8021/Y.1341 – Sn/ETH_A_So process diagram


“Queueing” process:


See 8.1.2/G.8021.


“Replicate” process:


See 8.1.4/G.8021.


802.3 MAC FCS generation:


See 8.1.7/G.8021.


Ethernet specific GFP-F source process:


See 8.3.1/G.8021.


Common GFP source process:


See 8.5.3.1/G.806.  GFP channel multiplexing is not supported (CMuxActive=false).


VC-n specific GFP source process:


See 8.5.2.1/G.806.  The GFP frames are mapped into the VC-n payload area according to 10.6/G.707/Y.1322.


VC-n specific source process:


C2:  Signal label information is derived directly from the Adaptation function type.  The value for “GFP mapping” in Table 9-11/G.707/Y.1322 is placed in the C2 byte position.


H4: For Sn/ETH_A_So with n=3, 4, the H4 byte is sourced as all-zeros.


Note: For Sn/ETH_A_So with n=3-X, 4-X, the H4 byte is undefined at the Sn-X_AP output of this function (as per clause 12/G.783).


Note: For Sn/ETH_A_So with n=3, 4, 3-X, 4-X, the K3, F2, F3 bytes are undefined at the Sn-X_AP output of this function (as per clause 12/G.783).


Defects


None.


Consequent actions


None.

Defect correlations


None.


Performance monitoring


For further study.


11.1.1.2. VC-n / ETH Adaptation Sink function (Sn/ETH_A_Sk)


This function extracts ETH_CI information from the Sn_AI signal (n=3, 3-X, 4, 4-X), delivering ETH_CI to ETH_TFP and ETH_FP.


Data at the Sn_AP is as described in ITU-T G.707/Y.1322.
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Figure 21/G.8021/Y.1341 – Sn/ETH_A_Sk symbol


Interfaces


		Inputs

		Outputs



		Sn_AP:


Sn_AI_Data
Sn_AI_ClocK
Sn_AI_FrameStart
Sn_AI_TSF


ETHF_PP:


ETH_PI_Data


ETHTF_PP:


ETH_PI_Data


Sn/ETH_A_Sk_MI:


Sn/ETH_A_Sk_MI_FilterConfig
Sn/ETH_A_Sk_MI_CSF_Reported

		ETH_TFP:


ETH_CI_Data
ETH_CI_SSF


ETH_FP:


ETH_CI_Data
ETH_CI_SSF


Sn/ETH_A_Sk_MI:


Sn/ETH_A_Sk_MI_AcSL
Sn/ETH_A_Sk_MI_AcEXI
Sn/ETH_A_Sk_MI_AcUPI
Sn/ETH_A_Sk_MI_cPLM
Sn/ETH_A_Sk_MI_cLFD
Sn/ETH_A_Sk_MI_cUPM
Sn/ETH_A_Sk_MI_cEXM
Sn/ETH_A_Sk_MI_cCSF
Sn/ETH_A_Sk_MI_pFCSErrors





Table 6/G.8021/Y.1341: Sn/ETH_A_Sk interfaces


Processes


A process diagram of this function is shown in Figure 22.
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Figure 22/G.8021/Y.1341 – Sn/ETH_A_Sk process diagram


“Filter” process:


See 8.1.3/G.8021.


“Replicate” process:


See 8.1.4/G.8021.


“802.3 MAC Frame Check” process:


See 8.1.8/G.8021.


Ethernet specific GFP-F sink process:


See 8.3.1/G.8021.


Common GFP sink process:


See 8.5.3.1/G.806.  GFP channel multiplexing is not supported (MI_CMuxActive=false).


VC-n specific GFP sink process:


See 8.5.2.1/G.806.  The GFP frames are demapped from the VC-n payload area according to 10.6/G.707/Y.1322.


VC-n specific sink process:


C2:  The signal label is recovered from the C2 byte as per 6.2.4.2/G.806.  The signal label for “GFP mapping” in Table 9-11/G.707/Y.1322 shall be expected.  The accepted value of the signal label is also available at the Sn/ETH_A_Sk_MP.


Defects


dPLM – See 6.2.4.2/G.806.


dLFD – See 6.2.5.2/G.806.


dUPM – See 6.2.4.3/G.806.


dEXM – See 6.2.4.4/G.806.


Consequent actions


The function shall perform the following consequent actions:


aSSF
(
AI_TSF or dPLM or dLFD or dUPM or dEXM or dCSF


Defect correlations


The function shall perform the following defect correlations to determine the most probable fault cause (see 6.4/G.806).  This fault cause shall be reported to the EMF.


cPLM
(
dPLM and (not AI_TSF)


cLFD
(
dLFD and (not dPLM) and (not AI_TSF)


cUPM
(
dUPM and (not dPLM) and (not dLFD) and (not AI_TSF)


cEXM
(
dEXM and (not dUPM) and (not dPLM) and (not dLFD) and (not AI_TSF)


cCSF per G.806 section 8.5.4.1.2.


Performance monitoring


The function shall perform the following performance monitoring primitives processing.  The performance monitoring primitives shall be reported to the EMF.


pFCSErrors:  count of FrameCheckSequenceErrors per second


Note:  This primitive is calculated by the MAC Frame Check process.


11.1.2. LCAS-capable VC-n-Xv / ETH Adaptation (Sn-X-L/ETH_A; n=3, 4)


11.1.2.1. LCAS-capable VC-n-Xv / ETH Adaptation Source (Sn-X-L/ETH_A_So)


This function maps ETH_CI information onto an Sn-X-L_AI signal (n=3 or 4). 


Data at the Sn-X-L_AP is a VC-n-X (n = 3 or 4), having a payload as described in ITU-T G.707/Y.1322, but with indeterminate POH bytes: J1, B3, G1.
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Figure 23/G.8021/Y.1341 – Sn-X-L/ETH_A_So symbol


Interfaces


		Inputs

		Outputs



		ETH_TFP:


ETH_CI_Data


ETH_FP:


ETH_CI_Data
ETH_CI_SSF


Sn-X-L_AP:


Sn-X-L_AI_XAT

Sn-X-L_TI:


Sn-X-L_TI_ClocK
Sn-X-L_TI_FrameStart


Sn-X-L/ETH_A_So_MI:


Sn-X-L/ETH_A_So_MI_CSFEnable

		Sn-X-L_AP:


Sn-X-L_AI_Data
Sn-X-L_AI_ClocK
Sn-X-L_AI_FrameStart


ETHF_PP:


ETH_PI_Data


ETHTF_PP:


ETH_PI_Data








Table 7/G.8021/Y.1341: Sn-X-L/ETH_A_So interfaces


Processes


A process diagram of this function is shown in Figure 24.
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Figure 24/G.8021/Y.1341 – Sn-X-L/ETH_A_So process diagram


See 11.1.1.1/G.8021/Y.1341 for a description of Sn-X-L/ETH_A processes.


Defects


None.


Consequent actions


None.

Defect correlations


None.


Performance monitoring


For further study.


11.1.2.2. LCAS-capable VC-n-Xv / ETH Adaptation Sink (Sn-X-L/ETH_A_Sk)


This function extracts ETH_CI information from a VC-n-Xv server signal (n=3 or 4), delivering ETH_CI to ETH_TFP and ETH_FP.


Data at the Sn-X-L_AP is a VC-n-Xv (n = 3 or 4), having a payload as described in ITU-T G.707/Y.1322.
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Figure 25/G.8021/Y.1341 – Sn-X-L/ETH_A_Sk symbol


Interfaces


		Inputs

		Outputs



		Sn-X-L_AP:


Sn-X-L_AI_Data
Sn-X-L_AI_ClocK
Sn-X-L_AI_FrameStart
Sn-X-L_AI_TSF
Sn-X-L_AI_XAR

ETHF_PP:


ETH_PI_Data


ETHTF_PP:


ETH_PI_Data


Sn-X-L/ETH_A_Sk_MI:


Sn-X-L/ETH_A_Sk_MI_FilterConfig
Sn-X-L/ETH_A_Sk_MI_CSF_Reported

		ETH_TFP:


ETH_CI_Data
ETH_CI_SSF


ETH_FP:


ETH_CI_Data
ETH_CI_SSF


Sn-X-L/ETH_A_Sk_MI:


Sn-X-L/ETH_A_Sk_MI_AcSL
Sn-X-L/ETH_A_Sk_MI_AcEXI
Sn-X-L/ETH_A_Sk_MI_AcUPI
Sn-X-L/ETH_A_Sk_MI_cPLM
Sn-X-L/ETH_A_Sk_MI_cLFD
Sn-X-L/ETH_A_Sk_MI_cUPM
Sn-X-L/ETH_A_Sk_MI_cEXM
Sn-X-L/ETH_A_Sk_MI_cCSF
Sn-X-L/ETH_A_Sk_MI_pFCSError





Table 8/G.8021/Y.1341: Sn-X-L/ETH_A_Sk interfaces


Processes


See process diagram and process description in 11.1.1.2/G.8021.  The additional Sn-X-L_AI_XAR interface is not connected to any of the internal processes.


Defects


dPLM – See 6.2.4.2/G.806.


dLFD – See 6.2.5.2/G.806.


dUPM – See 6.2.4.3/G.806.


dEXM – See 6.2.4.4/G.806.


Consequent actions


The function shall perform the following consequent actions:


aSSF
(
AI_TSF or dPLM or dLFD or dUPM or dEXM or dCSF


Note:  XAR=0 results in AI_TSF being asserted, so there is no need to include it as additional contributor to aSSF.


Defect correlations


The function shall perform the following defect correlations to determine the most probable fault cause (see 6.4/G.806).  This fault cause shall be reported to the EMF.


cPLM
(
dPLM and (not AI_TSF)


cLFD
(
dLFD and (not dPLM) and (not AI_TSF)


cUPM
(
dUPM and (not dPLM) and (not dLFD) and (not AI_TSF)


cEXM
(
dEXM and (not dUPM) and (not dPLM) and (not dLFD) and (not AI_TSF)


cCSF per G.806 section 8.5.4.1.2.


Performance monitoring


The function shall perform the following performance monitoring primitives processing.  The performance monitoring primitives shall be reported to the EMF.


pFCSError:  count of FrameCheckSequenceErrors per second.


Note:  This primitive is calculated by the MAC Frame Check process.


11.1.3. VC-m / ETH Adaptation function (Sm/ETH_A; m=11, 11-Xv, 12, 12-Xv, 2)


11.1.3.1. VC-m / ETH Adaptation source (Sm/ETH_A_So)


This function maps ETH_CI information onto a VC-m server signal (m=11, 11-X, 12, 12-X, 2) and sources the Sm_AP signal.


Data at the Sm_AP is a VC-m (m = 11, 11-X, 12, 12-X, 2), having a payload as described in ITU-T G.707/Y.1322, but with indeterminate POH bytes: J2, V5[1-4], V5[8].
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Figure 26/G.8021/Y.1341 – Sm/ETH_A_So symbol


Interfaces


		Inputs

		Outputs



		ETH_TFP:


ETH_CI_Data


ETH_FP:


ETH_CI_Data
ETH_CI_SSF


Sm_AP:


Sm_AI_XAT

Sm_TI:


Sm_TI_ClocK
Sm_TI_FrameStart


Sm/ETH_A_So_MI:


Sm/ETH_A_So_MI_CSFEnable

		Sm_AP:


Sm_AI_Data
Sm_AI_ClocK
Sm_AI_FrameStart


ETHF_PP:


ETH_PI_Data


ETHTF_PP:


ETH_PI_Data








Table 9/G.8021/Y.1341: Sm/ETH_A_So interfaces


Processes


A process diagram of this function is shown in Figure 27.
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Figure 27/G.8021/Y.1341 – Sm/ETH_A_So process diagram


“Queueing” process:


See 8.1.2/G.8021.


“Replicate” process:


See 8.1.4/G.8021.


802.3 MAC FCS generation:


See 8.1.7/G.8021.


Ethernet specific GFP-F source process:


See 8.3.1/G.8021.


Common GFP source process:


See 8.5.3.1/G.806.  GFP channel multiplexing is not supported (CMuxActive=false).


VC-m specific GFP source process:


See 8.5.2.1/G.806.  The GFP frames are mapped into the VC-m payload area according to 10.6/G.707/Y.1322.


VC-m specific source process:


V5[5-7] and K4[1]: Signal label information is derived directly from the Adaptation function type.  The value for “GFP mapping” in Table 9-13/G.707/Y.1322 is placed in the K4[1] Extended Signal Label field as described in 8.2.3.2/G.783.


K4[2]: For Sm/ETH_A_So with m = 11, 12, 2, the K4[2] bit is sourced as all-zeros.


Note: For Sm/ETH_A_So with m = 11-X, 12-X, the K4[2] bit is undefined at the Sm-X_AP output of this function (as per clause 13/G.783).


Note: For Sm/ETH_A_So with m = 11, 11-X, 12, 12-X, 2, the K4[3-8], V5[1-4] and V5[8] bits are undefined at the Sm-X_AP output of this function (as per clause 13/G.783).


Defects


None.


Consequent actions


None.

Defect correlations


None.


Performance monitoring


For further study.


11.1.3.2. VC-m / ETH Adaptation sink (Sm/ETH_A_Sk)


This function extracts ETH_CI information from the Sm_AI signal (m = 11, 11-X, 12, 12-X, 2), delivering ETH_CI to ETH_TFP and ETH_FP.


Data at the Sm_AP is as described in ITU-T G.707/Y.1322.
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Figure 28/G.8021/Y.1341 – Sm/ETH_A_Sk symbol


Interfaces


		Inputs

		Outputs



		Sm_AP:


Sm_AI_Data
Sm_AI_ClocK
Sm_AI_FrameStart
Sm_AI_TSF


ETHF_PP:


ETH_PI_Data


ETHTF_PP:


ETH_PI_Data


Sm/ETH_A_Sk_MI:


Sm/ETH_A_Sk_MI_FilterConfig
Sm/ETH_A_Sk_MI_CSF_Reported

		ETH_TFP:


ETH_CI_Data
ETH_CI_SSF


ETH_FP:


ETH_CI_Data
ETH_CI_SSF


Sm/ETH_A_Sk_MI:


Sm/ETH_A_Sk_MI_AcSL
Sm/ETH_A_Sk_MI_AcEXI
Sm/ETH_A_Sk_MI_AcUPI
Sm/ETH_A_Sk_MI_cPLM
Sm/ETH_A_Sk_MI_cLFD
Sm/ETH_A_Sk_MI_cUPM
Sm/ETH_A_Sk_MI_cEXM
Sm/ETH_A_Sk_MI_cCSF
Sm/ETH_A_Sk_MI_pFCSError





Table 10/G.8021/Y.1341: Sm/ETH_A_Sk interfaces


Processes


A process diagram of this function is shown in Figure 29.
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Figure 29/G.8021/Y.1341 – Sm/ETH_A_Sk process diagram


“Filter” process:


See 8.1.3/G.8021.


“Replicate” process:


See 8.1.4/G.8021.


“802.3 MAC Frame Check” process:


See 8.1.8/G.8021.


Ethernet specific GFP-F sink process:


See 8.3.1/G.8021.


Common GFP sink process:


See 8.5.3.1/G.806.  GFP channel multiplexing is not supported (CMuxActive=false).


VC-m specific GFP sink process:


See 8.5.2.1/G.806.  The GFP frames are demapped from the VC-m payload area according to 10.6/G.707/Y.1322.


VC-m specific sink process:


V5[5-7] and K4[1]:  The signal label is recovered from the extended signal label position as described in 8.2.3.2/G.783 and 6.2.4.2/G.806.  The signal label for “GFP mapping” in Table 9-13/G.707/Y.1322 shall be expected.  The accepted value of the signal label is also available at the Sm/ETH_A_Sk_MP.


Defects


dPLM – See 6.2.4.2/G.806.


dLFD – See 6.2.5.2/G.806.


dUPM – See 6.2.4.3/G.806.


dEXM – See 6.2.4.4/G.806.


Consequent actions


The function shall perform the following consequent actions:


aSSF
(
AI_TSF or dPLM or dLFD or dUPM or dEXM or dCSF


Defect correlations


The function shall perform the following defect correlations to determine the most probable fault cause (see 6.4/G.806).  This fault cause shall be reported to the EMF.


cPLM
(
dPLM and (not AI_TSF)


cLFD
(
dLFD and (not dPLM) and (not AI_TSF)


cUPM
(
dUPM and (not dPLM) and (not dLFD) and (not AI_TSF)


cEXM
(
dEXM and (not dUPM) and (not dPLM) and (not dLFD) and (not AI_TSF)


cCSF per G.806 section 8.5.4.1.2.


Performance monitoring


The function shall perform the following performance monitoring primitives processing.  The performance monitoring primitives shall be reported to the EMF.


pFCSError:  count of FrameCheckSequenceErrors per second.


Note:  This primitive is calculated by the MAC Frame Check process.


11.1.4. LCAS-capable VC-m-Xv / ETH Adaptation function (Sm-X-L/ETH_A; m=11 or 12)


11.1.4.1. LCAS-capable VC-m-Xv / ETH Adaptation source (Sm-X-L/ETH_A_So)


This function maps ETH_CI information onto an Sm-X-L_AI signal (m = 11 or 12). 


Data at the Sm-X-L_AP is a VC-m-X (m = 11 or 12), having a payload as described in ITU-T G.707/Y.1322, but with indeterminate POH bytes: J2, V5[1-4], V5[8].


Symbol
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Figure 30/G.8021/Y.1341 – Sm-X-L/ETH_A_So symbol


Interfaces


		Inputs

		Outputs



		ETH_TFP:


ETH_CI_Data


ETH_FP:


ETH_CI_Data
ETH_CI_SSF


Sm-X-L_AP:


Sm-X-L_AI_XAT

Sm _TI:


Sm_TI_ClocK
Sm_TI_FrameStart


Sm-X-L/ETH_A_So_MI:


Sm-X-L/ETH_A_So_MI_CSFEnable

		Sm-X-L_AP:


Sm-X-L_AI_Data
Sm-X-L_AI_ClocK
Sm-X-L_AI_FrameStart


ETHF_PP:


ETH_PI_Data


ETHTF_PP:


ETH_PI_Data








Table 11/G.8021/Y.1341: Sm-X-L/ETH_A_So interfaces


Processes


A process diagram of this function is shown in Figure 31.
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Figure 31/G.8021/Y.1341 – Sm-X-L/ETH_A_So process diagram


See 11.1.3.1/G.8021/Y.1341 for a description of Sm-X-L/ETH_A processes.


Defects


None.


Consequent actions


None.

Defect correlations


None.


Performance monitoring


For further study.


11.1.4.2. LCAS-capable VC-m-Xv / ETH Adaptation sink (Sm-X-L/ETH_A_Sk)


This function extracts ETH_CI information from the Sm-X-L_AI signal (m = 11 or 12), delivering ETH_CI to ETH_TFP and ETH_FP.


Data at the Sm_AP is as described in ITU-T G.707/Y.1322.
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Figure 32/G.8021/Y.1341 – Sm-X-L/ETH_A_Sk symbol


Interfaces


		Inputs

		Outputs



		Sm-X-L_AP:


Sm-X-L_AI_Data
Sm-X-L_AI_ClocK
Sm-X-L_AI_FrameStart
Sm-X-L_AI_TSF
Sm-X-L_AI_XAR

ETHF_PP:


ETH_PI_Data


ETHTF_PP:


ETH_PI_Data


Sm-X-L/ETH_A_Sk_MI:


Sm-X-L/ETH_A_Sk_MI_FilterConfig
Sm-X-L/ETH_A_Sk_MI_CSF_Reported

		ETH_TFP:


ETH_CI_Data
ETH_CI_SSF


ETH_FP:


ETH_CI_Data
ETH_CI_SSF


Sm-X-L/ETH_A_Sk_MI:


Sm-X-L/ETH_A_Sk_MI_AcSL
Sm-X-L/ETH_A_Sk_MI_AcEXI
Sm-X-L/ETH_A_Sk_MI_AcUPI
Sm-X-L/ETH_A_Sk_MI_cPLM
Sm-X-L/ETH_A_Sk_MI_cLFD
Sm-X-L/ETH_A_Sk_MI_cUPM
Sm-X-L/ETH_A_Sk_MI_cEXM
Sm-X-L/ETH_A_Sk_MI_cCSF
Sm-X-L/ETH_A_Sk_MI_pFCSError





Table 12/G.8021/Y.1341: Sm-X-L/ETH_A_Sk interfaces


Processes


See process diagram and process description in 11.1.1.2/G.8021.  The additional Sn-X-L_AI_XAR interface is not connected to any of the internal processes.


Defects


dPLM – See 6.2.4.2/G.806.


dLFD – See 6.2.5.2/G.806.


dUPM – See 6.2.4.3/G.806.


dEXM – See 6.2.4.4/G.806.


Consequent actions


The function shall perform the following consequent actions:


aSSF
(
AI_TSF or dPLM or dLFD or dUPM or dEXM or dCSF


Note:  XAR=0 results in AI_TSF being asserted, so there is no need to include it as additional contributor to aSSF.


Defect correlations


The function shall perform the following defect correlations to determine the most probable fault cause (see 6.4/G.806).  This fault cause shall be reported to the EMF.


cPLM
(
dPLM and (not AI_TSF)


cLFD
(
dLFD and (not dPLM) and (not AI_TSF)


cUPM
(
dUPM and (not dPLM) and (not dLFD) and (not AI_TSF)


cEXM
(
dEXM and (not dUPM) and (not dPLM) and (not dLFD) and (not AI_TSF)


cCSF per G.806 section 8.5.4.1.2.


Performance monitoring


The function shall perform the following performance monitoring primitives processing.  The performance monitoring primitives shall be reported to the EMF.


pFCSError:  count of FrameCheckSequenceErrors per second.


Note:  This primitive is calculated by the MAC FCS process.


11.2. SDH / ETC Adaptation function (S/ETC_A)


This covers GFP-T-based mapping of Gigabit Ethernet codewords into non-LCAS VCAT.

For further study.


11.2.1. VC-4-Xv / ETC Adaptation function (S3-X/ETC3_A)


11.2.1.1. VC-4-Xv / ETC Adaptation source (S3-X/ETC3_A_So)


11.2.1.2. VC-4-Xv / ETC Adaptation sink (S3-X/ETC3_A_Sk)


11.2.2. LCAS-capable VC-4-Xv / ETC Adaptation function (S3-X-L/ETC3_A)


11.2.2.1. LCAS-capable VC-4-Xv / ETC Adaptation source (S3-X-L/ETC3_A_So)


11.2.2.2. LCAS-capable VC-4-Xv / ETC Adaptation sink (S3-X-L/ETC3_A_Sk)


11.3. PDH / ETH Adaptation function (P/ETH_A)


For further study.


11.4. OTN / ETH Adaptation function (O/ETH_A)


For further study.


11.4.1. ODUk / ETH Adaptation function (ODUk/ETH_A;  k=1,2,3)


11.4.1.1. ODUk / ETH Adaptation source (ODUk/ETH_A_So)


11.4.1.2. ODUk / ETH Adaptation sink (ODUk/ETH_A_Sk)


11.4.2. LCAS-capable ODUk / ETH Adaptation function (ODUk-X-L/ETH_A)


11.4.2.1. LCAS-capable ODUk / ETH Adaptation source (ODUk-X-L/ETH_A_So)


11.4.2.2. LCAS-capable ODUk / ETH Adaptation sink (ODUk-X-L/ETH_A_Sk)


11.5. MPLS / ETH Adaptation function (MPLS/ETH_A)


For further study.


11.6. ATM VC / ETH Adaptation function (VC/ETH_A)


For further study.


APPENDIX I -- Applications and Functional Diagrams


(This Appendix does not form an integral part of this Recommendation.)


I. APPENDIX I -- Applications and Functional Diagrams


Figure I-1 presents the set of atomic functions associated with the Ethernet signal transport, shown in several example applications.


Ethernet UNI/NNI interface port on EoT equipment


Ethernet over SDH NNI interface port on EoT equipment


Ethernet UNI interface port supporting multiplexed access on EoT equipment
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Figure I‑1/G.8021/Y.1341 – Ethernet atomic functions in some possible application
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Introduction

This Recommendation provides the introduction to a framework for defining network oriented characteristics of Ethernet services in the transport network.  The intent is for G.8011/Y.1307 to be a service independent framework for Ethernet services based on the architecture of Ethernet over Transport in G.8010/Y.1306. The draft Recommendation presents attributes that will be used in the Recommendation G.8011.x/Y.1307.x series to define each Ethernet service in the G.8011.x/Y.1307.x series. The companion Recommendation G.8012/Y.1308 provides an introduction to the Ethernet interfaces that would also be used to define services.


This Recommendation specifies three attributes sets (EC, UNI and NNI) and values to describe an Ethernet service from the perspective of the network.
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Draft new ITU-T Recommendation G.8011/Y.1307

Ethernet over Transport – Ethernet Service Framework

1
Scope


This Recommendation defines a framework to describe a set of Ethernet services.  The framework consists of a set of attributes for each of Ethernet connectivity, Ethernet UNI and Ethernet NNI. The resulting services that can be defined do not refer to a particular network technology implementation and are supported by the Ethernet layer architecture model presented in draft Rec. G.8010/Y.1306.


Since the ITU-T focus is on service provider aspects, this Recommendation describes client Ethernet services from the network point of view.  


This document provides the framework to define different services to carry an Ethernet link flow.  The Ethernet flow domain for each of the services introduced in this Recommendation is defined in a companion set of Recommendations in G.8011.x/Y.1307.x.


For example, G.8011.1/Y.1307.1 specifies the details only for point-to-point Ethernet Private Line services.  Other services will be specified in more detail in future recommendations in the G.8011.x/Y.1307.x series.

2
References


The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.


The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation.


[1] ITU-T G.809 (2001), Functional architecture of connectionless layer networks.


[2] IEEE 802-2001, IEEE Standard for Information technology - Telecommunications and information exchange between systems - Local and metropolitan area networks - Overview and Architecture.


[3] IEEE 802.3-2002, IEEE Standard for Information technology - Telecommunications and information exchange between systems - Local and metropolitan area networks - Specific requirements – Part 3: Carrier Sense Multiple Access with Collision Detection (CSMA/CD) Access Method and Physical Layer Specifications.


[4] IEEE 802.1D-1998, IEEE Standard for Information technology - Telecommunications and information exchange between systems - Local and metropolitan area networks - Common specifications - Part 3: Media Access Control (MAC) Bridges


[5] IEEE 802.1X-2001, IEEE Standard for Local and metropolitan area networks – Port-based Network Access Control


[6] IEEE 802.1Q-2003, IEEE standard for local and metropolitan area networks: Virtual Bridged Local Area Networks.


[7] Draft ITU-T G.8010/Y.1306, Ethernet over Transport:  Layer Network Architecture 

[8] Draft ITU-T G.8011.1/Y.1307.1, Ethernet over Transport:  Ethernet Private Line Service


[9] Draft ITU-T G.8012/Y.1308, Ethernet interface and  Ethernet over Transport interface

[10] Draft ITU-T G.8021/Y.1341, Ethernet over Transport:  Ethernet Equipment

[11] MEF 1, Ethernet Services Model, 2003. 

3
Definitions


This Recommendation uses the following terms defined in Recommendation G.8010/Y.1306:


3.1  ETH link


This Recommendation uses the following terms defined in Recommendation G.809:


3.2  Flow domain


3.3 Flow domain flow


3.4 Flow Point


3.5  Flow termination


3.6  Link flow


3.7  Network flow


3.8  Termination flow point


3.9  Traffic Conditioning function


This Recommendation defines the following terms:


3.10  Ethernet service


An Ethernet service is defined by a network topology and a corresponding set of characteristic attributes for an Ethernet flow as defined in [2].


3.11   Customer


The entity that has ownership authority over a set of flow points.  The customer may have one or more service instances.


3.12   Customer Ethernet Service Instance


A customer Ethernet service instance is supported by a particular flow domain [2] with a defined set of characteristics as well as at least two UNIs.  A customer may have one or more service instances. The service instance is identified between the service demarcs and by its characteristic information within the provider network.


3.13   Network Ethernet Service Instance


A network Ethernet service instance is supported by a particular flow domain [2] with a defined set of characteristics.  A customer may have one or more network service instances. The service instance is identified by its characteristic information within provider network.


3.14 Access Link   


The Access Link is the connection between the customer equipment and carrier equipment at the edge of the transport network that is realised through a UNI introduced in G.8011/Y.1307 and defined for Ethernet in G.8012/Y.1308.


3.15   Network access point


The point of connection of a physical entity that provides network access for users. 


4
Abbreviations


This Recommendation uses the following abbreviations:


CO-CS

Connection Oriented circuit switched


CO-PS

Connection Oriented packet switched


CL-PS

Connectionless packet switched


CBR

Constant bit rate


CBS

Committed burst size


CIR

Committed information rate


CI 

Characteristic information


EBS

Excess burst size


EIR

Excess information rate


EC

Ethernet connection


EVC

Ethernet ‘virtual’ connection


ETH

Ethernet MAC layer network


ETY

Ethernet PHY layer network


FD

Flow domain


GARP


Generic Attribute Registration protocol


GMRP


GARP Multicast Registration protocol


GVRP

GARP VLAN Registration protocol


LACP


Link aggregation control protocol


LAMP


Link aggregation marker protocol


LF

Link Flow


MAC

Media Access Control


MSTP


Multiple Spanning tree protocol


NF

Network Flow


NNI



Network Network Interface


PHY

Physical device


RSTP


Rapid Spanning tree protocol


STP


Spanning tree protocol



TFP


Termination Flow Point


UNI



User Network Interface


5
Conventions


There are no conventions particular to this Recommendation.


6
Ethernet services


This Recommendation does not define Ethernet services, but provides a framework from which services can be defined.  This framework is based on the Ethernet transport architecture described in G.8010/Y.1306.


Service providers are demanding a simple service model for Ethernet over optical transport that fits their existing operational model. For example, an Ethernet private line service should be analogous to existing private line services.  It should also interface into existing management systems with minimal development.  This framework provides the tools to define these services as described in the following sections.


6.1  Ethernet service areas


An Ethernet service area can be defined as the Ethernet service offered between two or more endpoints.  While more complex network diagrams are possible, a simple model of an Ethernet network to show the Ethernet service areas would only show the endpoints and a single carrier’s network. This results in three areas:  access, edge-to-edge and end-to-end.


This is shown with a three tier relationship in Figure 6-1.  The three tiers (equipment on top, ETH layer in the middle and ETY layer on bottom) allow a clear identification of how the equipment functions map onto the ETH and ETY layers.  Note that the customer equipment is shown as a flow point on the right and a flow domain (FD) on the left of the diagram simply to illustrate that both are possible.


It is further shown that the ‘demarc’ occurs in the middle of the UNI, or more precisely that the UNI is a reference point whose functionality is split into customer (UNI-C) and network (UNI-N) components. The customer demarcation is then on the link between these components, visible on all layers. 


The relationship between the simple Ethernet service areas illustrated in Figure 6-1 (and the following two figures 6-2 and 6-3), and the maintenance entities (ME) described in G.8010/Y.1306 is shown in Table 6-1:


Table 6-1/G.8011/Y.1307 – Ethernet areas and maintenance entities


		Ethernet Area

		Maintenance Entity



		Access link
(carrier to customer)

		Access link



		End-to-end
(customer to customer)

		UNI-C to UNI-C



		Edge-to-edge
(intra-carrier)

		UNI-N to UNI-N





While this Recommendation can be used to define any of these service areas, the focus is on a framework to define edge-to-edge services.
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Figure 6-1/G.8011/Y.1307 - Single Provider view of Ethernet Service Areas


Figure 6-2 shows a variation of Figure 6-1 where the service provider’s network is a single link.  It introduces the NNI, which is on the link between the UNI-Ns.


Similar to the UNI, a demarcation occurs in the middle of the NNI, or more precisely the NNI is a reference point whose functionality is split in half – either between different providers or within the same provider. The NNI is implemented by functions visible at the server layers, however it is visible on all layers.
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Figure 6-2/G.8011/Y.1307 – Single Provider with NNI view of Ethernet Service Areas


Figure 6-3 shows the case of two interconnected operators and illustrates the implications to the NNI.  Notably this is an inter-carrier NNI.
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Figure 6-3/G.8011/Y.1307 – Multi Provider with NNI view of Ethernet Service Areas


Additional network views are shown in Annex B.  Note that more complex networks beyond those described are for further study.  


6.2 Ethernet Service Aspects


An Ethernet service provider provides Ethernet services between the demarc points of figure 6-1 using the topology of the Ethernet network. This topology may be composed of a simple Ethernet link or alternatively one or more flow domains and the links between them. Three sets of attributes can be derived from the Ethernet service areas to form a framework to define a specific Ethernet service.  These three attribute sets (UNI, NNI & Ethernet connection) are also shown in Figures 6-1, 6-2 & 6-3.

The remainder of this Recommendation defines Ethernet connection attributes for the support of Ethernet services for UNI-N to UNI-N (section 7), Ethernet UNI attributes for its demarc with the customer (section 8), and Ethernet NNI attributes for intra and inter carrier handoff (section 9).  Details on the structures and mappings of the UNI and NNI to specific server layers are specified in Recommendation G.8012/Y.1308.  The equipment functions of these interfaces are defined in Recommendation G.8021/Y.1341.


This Recommendation does not describe performance characteristics of the services such as availability, latency, latency variation, traffic conditioning parameters etc.


6.3 Ethernet services views


It is important to understand the perspective of an Ethernet service.  The lists of attributes and their values may differ depending on whether the service is viewed from the network looking out or the customer looking in.


6.3.1 Network view


This Recommendation presents the framework for a series of Ethernet services from the perspective of the network or service provider.  As a result, various topology, service and performance characteristics are visible that may not be visible from other views.  This can result in a wide variety of services based on these parameters.


In addition, each service will have attributes that describe the behaviour of the network connection.   These attributes may be simple (eg., connectivity – pt-pt) or may be a grouping of attribute elements (e.g., characteristics – address, priority, etc.). It should be noted that in the network view, for example, the Ethernet connection set of attributes (per Figure 6-1) will have a number of infrastructure specific attributes. Further, this Ethernet connection is between the UNI-Ns.

The values for the sets of attributes will be specified for each of the Ethernet services that are defined in other Recommendations.  The result is that this Recommendation allows classification of many Ethernet services. For example, G.8011.1/Y.1307.1 selects appropriate attributes to describe the first service.

6.3.2  Customer View 


Ethernet services can also be described from the perspective of the customer.  This will not be covered by this Recommendation.


Descriptions of services from the customer equipment point of view are summarized in Appendix I.

This Recommendation is complementary to the definitions of Ethernet Services from the customer viewpoint looking into the network (e.g., MEF Services Model [11]). For example, the MEF EVC may be carried over an EC as described by the ITU. A comparison between the ITU network view and the MEF customer view is shown in Appendix II.  


7
Ethernet Connection attributes 


This section describes Ethernet Connection (or EC) Attributes that characterize a particular instance of an Ethernet service.  The area of applicability of these EC attributes is identified in Figure 6-1 as being equivalent to the ETH connection (per section 6.6 of Rec. G.8010/Y.1306).  The set of EC attributes is defined in the following sections and they are summarized in table 7-1.  


		EC Service Attribute

		Service Attribute Parameters and Values



		Network connectivity

		Pt-pt, mp-mp, p-mp



		Transfer characteristics

		Address – deliver conditionally or unconditionally


Drop Precedence – drop randomly , drop conditionally  or not applicable


Class of Service - FFS



		Link type

		Dedicated, shared



		Customer separation

		Spatial, logical



		Service instance separation

		Spatial, logical



		Connectivity monitoring

		on demand, proactive, none



		Bandwidth profile

		specify



		UNI list

		Arbitrary text string to identify associated UNIs



		Preservation

		VLAN – yes or no


CoS – yes or no



		Survivability

		None, server specific





Table 7-1: EC service attributes

The relationship of these attributes to Recommendation G.8010/Y.1306 is shown in Annex A.


The values for these attributes will be specified for each of the Ethernet services defined in the G.8011.x/Y.1307.x series of Recommendations.


7.1  Network Connectivity 


This attribute indicates the connectivity between Ethernet endpoints in the transport service.  There are three options:  pt-pt, mp-mp, pt-mp.


The multipoint to multipoint (mp-mp) construct consists of one or more flow domains and may support private services (e.g.,  private LAN or virtual private LAN). Generally this topological construct supports multipoint connectivity. A special case is the extendible line where a flow domain has only two flow points in use.


Where no flow domain (or a flow domain with only two flow points) is present the construct supports point to point (pt-pt) services. 


The point to multipoint (pt-mp) case if FFS.

7.1.1 point-to-point 










Connectivity is between only 2 points.


The topology for the network portion of the non-extendible line service is shown in Figure 7-1. 


There is no flow domain present in this topology. The ETH link flow may be supported by a server layer technology that is connection oriented (circuit switched or packet switched) or connectionless.


A non-extendible line is provided between always two flow points over a (component) link within the provider network. 
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Figure 7-1/G.8011/Y.1307  Network portion of the point-to-point topology 


7.1.2 multipoint-to-multipoint 


Connectivity is between two or more points. 


The topology for the network portion for LAN services is shown in Figure 7-2. 


The multipoint network contains one or more ETH flow domains with ETH links between them. Each of the ETH links may be supported by a server layer technology that is connection oriented (circuit switched or packet switched) or connectionless.  Additional ETH termination points can be added/deleted to/from this service topology.


Note that emulated ETH flow domains are for further study.
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Figure 7-2/G.8011/Y.1307  Network portion of the multipoint-to-multipoint topology 


7.1.3 point-to-multipoint


Connectivity is from one point to many points.


The details are for further study.


7.2  Transfer characteristics 


This attribute indicates the transfer characteristics of the ETH_CI provided by the ETH layer network that is used to transport the Ethernet service.  There are three parameters.


7.2.1 Address


This parameter indicates the disposition of the ETH_CI based on the destination address.  The options are:  deliver conditionally and deliver unconditionally.


7.2.2 Drop Precedence


This parameter indicates the dropping of the ETH_CI based on the priority of the Ethernet frame.  The options are:  drop conditionally (i.e., drop based on precedence or priority), drop randomly (i.e., tail drop when the queue is full), and not applicable (i.e., no frames are dropped).  


7.2.3 Class of Service

This parameter indicates the class queuing of the ETH_CI based on the priority of the Ethernet frame.


The details are for further study.


7.3  Link type 


This attribute indicates the characteristics of the link provided by the server layer that is used to transport the Ethernet service.  There are two options:  dedicated and shared.


7.3.1 Dedicated


A dedicated link has the following characteristics:


· The ETH_CI of a single service instance is supported by one or more ETH links that are exclusively allocated to a single service instance.


· The ETH_CI does not compete for resources with the ETH_CI of other service instances.


· The ETH links have a 1:1 relationship to the Connection Oriented server layer trails that support them.

Note that a dedicated service does not allow multiplexing at the access link.


7.3.2 Shared


A shared link has the following characteristics:


· One or more ETH links, within the transport network, are allocated to transport the ETH_CI of one or more customer service instances.


· An ETH_CI which competes for resources with ETH_CI of other service instances.

7.4 Customer separation


This attribute indicates the separation between customer traffic within the service providers network that is a direct result of the manner in which it is transported. More specifically, it indicates if the traffic is separated using an independent ETH link per customer, a logical CO-PS connection per customer, or a network fragment in a CL-PS (e.g., VLAN tag). There are two options:  spatial and logical.


7.4.1  Spatial 


Spatial separation between customer traffic using ETH links dedicated to a single customer (e.g., circuit, virtual circuit) .


7.4.2 Logical 


Logical separation between customer traffic using CO-PS or CL-PS connections (e.g., packet).


7.5 Service instance separation


This attribute indicates the separation between the traffic of service instances within the service providers network that is a direct result of the manner in which it is transported. More specifically, it indicates if the traffic is separated using an independent ETH link per service instance, a logical CO-PS connection per service instance, or a network fragment in a CL-PS (e.g., VLAN tag). Note that the service instances might be between the same or different customers.  There are two options:  spatial & logical.


7.5.1  Spatial 


Spatial separation between the traffic of service instances using ETH links dedicated to a single customer (e.g., circuit, virtual circuit) .


7.5.2 Logical 


Logical separation between the traffic of service instances using CO-PS or CL-PS connections (e.g., packet).


7.6  Connection Monitoring


Ethernet OAM requirements are defined in Y.1730 and the mechanisms for connection monitoring will be described in future Recommendations. 


The options utilized by operators are expected to be:  on demand, proactive and none.


The applicability to this Rec. is for further study.


7.7  Bandwidth profile


Bandwidth profile defines traffic parameters that characterize the ETH_CI flow arrival pattern at the UNI or the NNI. Four parameters are defined, Committed Information Rate (CIR), Committed Burst Size (CBS), Excess Information Rate (EIR), and Excess Burst Size (EBS). CIR and CBS are related together in such a way that CBS must be defined when CIR is set at a value that is greater than 0. EIR and EBS are related in the same way as CIR and CBS.


The bandwidth profile parameters constitute an input to a traffic conditioning function that is normally implemented at the network edge. The traffic conditioning function is composed of a classifier, meter, marker and dropper. Traffic compliance to bandwidth profile parameters is maintained by the traffic conditioning metering sub-function. A metering algorithm ensures that traffic admitted to the provider network is adherent to the bandwidth profile parameters. Non-conforming frames are either remarked, or dropped by the traffic conditioning function. Remarking of non-conforming traffic involves the change of a frame’s discard precedence to a higher level.

The terms CIR, CBS, EIR and EBS and the applicability to this Recommendation is for further study.  The relationship of bandwidth profile to CoS and the applicability to multipoint-to-multipoint services is for further study.


7.8 UNI list


The UNI list is an arbitrary string administered by the Service Provider that is used to identify the UNIs connected to the EC. It is intended for management and control purposes.


7.9  Preservation 


This attribute indicates the preservation of specific components of the ETH_CI provided by the ETH layer network that is used to transport the Ethernet service.  That is the parameter value will be the same on ingress and egress to the EC.  There are two parameters:  VLAN and class of service.


7.9.1 VLAN


This parameter indicates the preservation of the ingress VLAN of the ETH_CI.  The options are: yes or no.


7.9.2 Class of Service


This parameter indicates the preservation of the ingress priority of the ETH_CI based.  The options are:  yes or no.  


7.10  Survivability


The transport network can provide survivability for each service.  The survivability alternatives for protection and restoration are related the server layer technology used.  As a result the appropriate server layer as defined in G.8012/Y.1308 would be specified.  Any additional relevant details on the server layer survivability would be listed in the definition of the service.


The options are:  none or specify


Note that ETY survivability is for further study.


8 Ethernet UNI Attributes


This section describes Service UNI Attributes that characterize a particular instance of an Ethernet service at the demarc of the UNI noted in Figure 6-1. There is a UNI defined at each of the ETH and ETY layers.  These are summarized in the following table:


		Layer

		UNI Service Attribute

		Service Attribute Parameters and Values



		ETH

		MAC service

		IEEE 802.3-2002 Frame format



		

		Multiplexed Access

		Yes, no 



		

		UNI ID

		Arbitrary text string to identify each UNI instance 



		

		UNI EC ID

		Arbitrary text string to identify each EC instance 



		

		VLAN mapping

		specify



		

		Bundling

		Yes, no, all-to-one



		

		Bandwidth profile

		For further study



		

		Layer 2 Control Protocol Processing

		Block, process, pass per protocol on ingress


Generate or none on egress



		ETY

		PHY Speed

		10 Mbit/s, 100 Mbit/s, 1 Gbit/s or 10 Gbit/s



		

		PHY Mode

		Full duplex, half duplex or auto-negotiation



		

		PHY Medium

		IEEE 802.3-2002 Physical Interface





Table 8-1:   UNI service attributes 


The relationship of these attributes to Recommendation G.8010/Y.1306 is shown in Annex A.


The values for these attributes will be specified for each of the Ethernet services that are defined in the G.8011.x/Y.1307.x series of Recommendations.  


8.1  ETH UNI


The set of attributes defined at the ETH UNI are as follows.


8.1.1 MAC service


This attribute indicates support for the IEEE 802.3-2002 frame format.


Other MAC frame sizes are FFS.


8.1.2 Multiplexed access 


This attribute indicates if the access to the Ethernet transport service is multiplexed (i.e., contains multiple service instances) or not.


The topology illustrated in Figure 8-1 consists of N point-to-point connections presented to a single physical interface.
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In the case of Multiplexed Access at the service UNI (demarc) one ETH link is used between the provider and the customer to transport ETH_CI of multiple customers’ service instances.

Note that this attribute can only be meaningful for shared link services as defined in section 7.3. In addition, flow identifiers for flow isolation (e.g., C-VLAN tag, Source/Destination MAC address) need to be specified. 


8.1.3 UNI identification


The UNI ID is an arbitrary string administered by the Service Provider that is used to identify the UNI. It is intended for management and control purposes.


8.1.4 EC identification


The UNI EC ID is an arbitrary string administered by the Service Provider that is used to identify an EC at the UNI. It is intended for management and control purposes.

8.1.5 VLAN ID mapping


At the UNI there is a mapping of each customer VLAN ID to at most one EC.  In most cases, this mapping of VLAN ID to EC ID must be specified as part of the service.  However, in the simple case with no multiplexed access (see 8.1.2) there is a one-to-one mapping.


Note that more than one VLAN ID may point to the same EC.

8.1.6  Bandwidth profile


For further study.


8.1.7  Bundling


There are three bundling options:  yes, no and all-to-one.


When a UNI has the Bundling attribute set to yes, it is configurable so that more than one VLAN ID can map to an EC at the UNI. Note that Bundling is compatible with Multiplexed Access

When a UNI has the All to One Bundling attribute, all VLAN IDs map to a single EC at the UNI. It follows that such a UNI cannot have Multiplexed access.  

8.1.8 L2 Control protocol processing 


This attribute indicates the valid actions for each Layer 2 control protocol frame on the ingress (i.e., the ETH sink function) and egress (i.e, the ETH source function) to the UNI (i.e., carrier equipment).  That is, whether to Process, Block or Pass the control frame on ingress, and whether to generate or have an action of none on egress. Note that the ingress action will directly affect (but not completely govern) generation of layer 2 control protocols on the egress of carrier equipment (i.e., the ETH source function).  The details will be specified in the service Recommendations.


The layer 2 control protocols from the customer defined by IEEE 802.1 (distinguished by their MAC destination address) are listed in Table 8-2 for ingress and Table 8-3 for egress. 


		destination address

		Valid Action

		L2 Control Protocol 



		01-80-C2-00-00-00

		

		STP, MSTP, RSTP



		01-80-C2-00-00-01

		

		MAC Control (PAUSE)



		01-80-C2-00-00-02

		

		Slow protocols 



		01-80-C2-00-00-03

		

		802.1X Port Authentication (PAE)



		01-80-C2-00-00-04 

		

		reserved address 



		01-80-C2-00-00-05 

		

		reserved address 



		01-80-C2-00-00-06 

		

		reserved address 



		01-80-C2-00-00-07 

		

		reserved address 



		01-80-C2-00-00-08 

		

		reserved address 



		01-80-C2-00-00-09 

		

		reserved address 



		01-80-C2-00-00-0A 

		

		reserved address 



		01-80-C2-00-00-0B 

		

		reserved address 



		01-80-C2-00-00-0C

		

		reserved address 



		01-80-C2-00-00-0D

		

		reserved address 



		01-80-C2-00-00-0E 

		

		reserved address 



		01-80-C2-00-00-0F 

		

		reserved address 



		01-80-C2-00-00-20

		

		GARP – GMRP address



		01-80-C2-00-00-21

		

		GARP – GVRP address



		01-80-C2-00-00-22

		

		GARP – reserved address



		01-80-C2-00-00-23

		

		GARP – reserved address



		01-80-C2-00-00-24

		

		GARP – reserved address



		01-80-C2-00-00-25

		

		GARP – reserved address



		01-80-C2-00-00-26

		

		GARP – reserved address



		01-80-C2-00-00-27

		

		GARP – reserved address



		01-80-C2-00-00-28

		

		GARP – reserved address



		01-80-C2-00-00-29

		

		GARP – reserved address



		01-80-C2-00-00-2A

		

		GARP – reserved address



		01-80-C2-00-00-2B

		

		GARP – reserved address



		01-80-C2-00-00-2C

		

		GARP – reserved address



		01-80-C2-00-00-2D

		

		GARP – reserved address



		01-80-C2-00-00-2E

		

		GARP – reserved address



		01-80-C2-00-00-2F

		

		GARP – reserved address



		01-80-C2-00-00-10

		

		Bridge manangement





Table 8-2/G.8011/Y.1307 –Ingress (sink) 802.1 L2 Control protocols


Note that IEEE 802.1D defines the address and its usage.  For this Rec, the address is normative while its usage is provided for clarity.  For complete details on the protocols, refer to the appropriate IEEE 802 standard.


		destination address

		Valid Action

		L2 Control Protocol 



		01-80-C2-00-00-00

		

		STP, MSTP, RSTP



		01-80-C2-00-00-01

		

		MAC Control (PAUSE)



		01-80-C2-00-00-02

		

		Slow protocols 



		01-80-C2-00-00-03

		

		802.1X Port Authentication (PAE)



		01-80-C2-00-00-04 

		

		reserved address 



		01-80-C2-00-00-05 

		

		reserved address 



		01-80-C2-00-00-06 

		

		reserved address 



		01-80-C2-00-00-07 

		

		reserved address 



		01-80-C2-00-00-08 

		

		reserved address 



		01-80-C2-00-00-09 

		

		reserved address 



		01-80-C2-00-00-0A 

		

		reserved address 



		01-80-C2-00-00-0B 

		

		reserved address 



		01-80-C2-00-00-0C

		

		reserved address 



		01-80-C2-00-00-0D

		

		reserved address 



		01-80-C2-00-00-0E 

		

		reserved address 



		01-80-C2-00-00-0F 

		

		reserved address 



		01-80-C2-00-00-20

		

		GARP – GMRP address



		01-80-C2-00-00-21

		

		GARP – GVRP address



		01-80-C2-00-00-22

		

		GARP – reserved address



		01-80-C2-00-00-23

		

		GARP – reserved address



		01-80-C2-00-00-24

		

		GARP – reserved address



		01-80-C2-00-00-25

		

		GARP – reserved address



		01-80-C2-00-00-26

		

		GARP – reserved address



		01-80-C2-00-00-27

		

		GARP – reserved address



		01-80-C2-00-00-28

		

		GARP – reserved address



		01-80-C2-00-00-29

		

		GARP – reserved address



		01-80-C2-00-00-2A

		

		GARP – reserved address



		01-80-C2-00-00-2B

		

		GARP – reserved address



		01-80-C2-00-00-2C

		

		GARP – reserved address



		01-80-C2-00-00-2D

		

		GARP – reserved address



		01-80-C2-00-00-2E

		

		GARP – reserved address



		01-80-C2-00-00-2F

		

		GARP – reserved address



		01-80-C2-00-00-10

		

		Bridge manangement





Table 8-3/G.8011/Y.1307 –Egress (source) 802.1 L2 Control protocols

The layer 2 control protocols from the customer defined by IEEE 802.3 (distinguished by a combination of MAC address, Ethertype and subtype) are listed in Table 8-4 for ingress (sink) and Table 8-5 for egress (source).


		destination Address

		Ethertype

		Subtype

		Valid Action

		L2 Control Protocol 



		01-80-C2-00-00-01


or unicast of port attached to link

		88-08

		00-01

		

		MAC Control (PAUSE)



		01-80-C2-00-00-02

		88-09 

		0x01, 0x02

		

		Slow protocols – LACP, LAMP





Table 8-4/G.8011/Y.1307 – Ingress (sink) 802.3 L2 Control protocols


IEEE 802.3 defines the identification of each of these L2 control protocols as some combination of destination address, Ethertype and subtype.  The subset used is further detailed in Recommendation G.8021/Y.1341.


A list of reserved Ethertypes/subtypes is not shown for these addresses.  However, it should be noted that additional protocols identified by new Ethertype/subtypes may be defined later by IEEE.  For example, Ethernet OAM is presented in Appendix III. 


		destination Address

		Ethertype

		Subtype

		Valid Action

		L2 Control Protocol 



		01-80-C2-00-00-01


or unicast of port attached to link

		88-08

		00-01

		

		MAC Control (PAUSE)



		01-80-C2-00-00-02

		88-09 

		0x01, 0x02

		

		Slow protocols – LACP, LAMP





Table 8-5/G.8011/Y.1307 – Egress (source) 802.3 L2 Control protocols


Note that not all valid actions make sense for every protocol in a particular service.  Further, a particular action on one protocol may directly affect the possible actions for another protocol.  The valid actions and any interdependencies will be specified for each Ethernet service (e.g., see G.8011.1/Y.1307.1).  In addition, the list of valid actions is not mutually exclusive – that is, an implementation may support one or more of the valid actions for a particular protocol.


The valid actions are described below:


8.1.8.1 Block


When this ingress alternative is in force, the UNI or NNI discards all ingress Service Frames carrying the Layer 2 Control Protocol thus blocking its progression into the network. However, there is no processing of the protocol with this alternative.  Note that when this alternative is in force for the Layer 2 Control Protocol, the Layer 2 Control Protocol is not present in an EC.


8.1.8.2 Process


When this ingress alternative is in force, the UNI or NNI acts as a peer of the egress of attached equipment in the operation of the Layer 2 Control Protocol. In the UNI case, from the customer point of view, the network is a single device that is running the Layer 2 Control Protocol. The protocol is terminated at the interface, that is, it is processed and blocked from progression into the network. Note that when this alternative is in force for the Layer 2 Control Protocol, the Layer 2 Control Protocol is not present in an EC. 


8.1.8.3 Pass


When this ingress alternative is in force, the Layer 2 control protocol is passed across the Service Provider network.  This is the equivalent of taking no action on this protocol because the frame must be passed through the Service Provider network without being processed and delivered to the proper interface.  That is, this alternative is the opposite of process per 8.1.8.2.  When a Layer 2 control protocol is passed at the ingress, the Service Frame at each egress interface must be identical to the corresponding ingress Service Frame. Since the Layer 2 control protocols are all untagged, this means that at the egress interface they must also be untagged.

8.1.8.5 Generate


When this egress alternative is in force, the UNI or NNI acts as a peer of the ingress of attached equipment in the operation of the Layer 2 Control Protocol. In the case of the UNI, from the customer point of view, the network is a single device that is running the Layer 2 Control Protocol. 


8.1.8.6 None


When this egress alternative is in force, the UNI or NNI does not generate any egress Service Frames carrying the Layer 2 Control Protocol. Note that when this alternative is in force, it does not affect Layer 2 control protocols that are in transit towards the egress interface from the EC.


8.1.8.7 Non-intrusive monitoring


For further study.

 8.2  ETY UNI


The set of attributes defined at the ETY UNI are as follows.


8.2.1  PHY speed 


This attribute indicates the speed of Ethernet PHY device that is used to transport the Ethernet service.  There are four values defined by G.8012/Y.1308: 10 Mbit/s, 100 Mbit/s, 1 Gbit/s or 10 Gbit/s. 


8.2.2 PHY mode 


This attribute indicate the mode of Ethernet PHY device that is used to transport the Ethernet service.  There are three values defined by G.8012/Y.1308: full duplex, half duplex or auto-negotiation.


8.2.3  PHY medium 


This attribute indicate the IEEE 802.3 medium of Ethernet PHY device that is used to transport the Ethernet service.  These valid values are defined by G.8012/Y.1308.  


9 Ethernet NNI Attributes


This section describes Service NNI Attributes that characterize a particular instance of an Ethernet service at the demarc of the NNI noted in Figure 6-1. There is a NNI defined at each of the ETH and server layers.   These are summarized in the following table:


		Layer

		NNI Service Attribute

		Service Attribute Parameters and Values



		ETH

		MAC service

		IEEE 802.3-2002 Frame format



		

		NNI ID

		Arbitrary text string to identify each NNI instance



		

		NNI EC ID

		Arbitrary text string to identify each EC instance



		

		VLAN mapping

		For further study



		

		Bundling

		For further study



		

		Bandwidth profile

		For further study



		

		Layer 2 Control Protocol Processing

		Block, process, pass per protocol 



		Server

		Server layer 

		specify





Table 9-1:   NNI service attributes


The relationship of these attributes to Recommendation G.8010/Y.1306 is shown in Annex A.


The values for these attributes will be specified for each of the Ethernet services that are defined in the G.8011.x/Y.1307.x series of Recommendations.  


9.1  ETH NNI


The set of attributes defined at the ETH NNI are as follows.


9.1.1 MAC service


This attribute indicates support for the IEEE 802.3-2002 frame format.


Other MAC frame sizes are for further study.


9.1.2 NNI identification


The NNI ID is an arbitrary string administered by the Service Provider that is used to identify the NNI. It is intended for management and control purposes.

9.1.3 EC identification


The NNI EC ID is an arbitrary string administered by the Service Provider that is used to identify an EC at the NNI. It is intended for management and control purposes.

9.1.4 VLAN ID mapping


For further study.


9.1.5 Bundling


For further study.


9.1.6  Bandwidth profile


For further study.


9.1.7 L2 Control protocol processing 


This attribute element indicates the valid actions, for each Layer 2 control protocol frame on the ingress (i.e., the ETH sink function) and egress (i.e, the ETH source function) to the NNI.  That is, whether to Process, Block or Pass the control frame on ingress, and whether to generate or have an action of none on egress.  These valid actions are defined in section 8.1.8.


The layer 2 control protocols are listed in Table 8-2 and 8-4 for ingress and Table 8-3 and Table 8-5 for egress.

Note that not all valid actions make sense for every protocol in a particular service.  Further, a particular action on one protocol may directly affect the possible actions for another protocol.  The valid actions and any interdependencies will be specified for each Ethernet service (e.g., see G.8011.1/Y.1307.1).9.2  Server layer adaptation


The set of attributes defined at the Server layer NNI are as follows.


9.2.1  Server layer 


This attribute indicate the type of server layer that is used to transport the Ethernet service.  There are several options defined in Recommendation G.8012/Y.1308 (e.g., SDH, PDH, OTH, ETY, ATM, …).  The value is specified.










ANNEX A – Relationship of G.8011/Y.1307 attributes to G.8010/Y.1306


A.1 Introduction


This annex describes the direct relationship of the attributes defined in this Rec and the architecture of Recommendation G.8010/Y.1306.


A.2 Interface attributes


Table A-1 shows the relation between Recommendation G.8010/Y.1306 and the UNI and NNI attributes defined in this Rec.  Note that many of the architectural functions are in Figure 15/G.8010/Y.1306.


		G.8010/Y.1306 
description

		G.8010/Y.1306 
architectural function 

		UNI attributes


(table 8-1)

		NNI attributes


(table 9-1)

		Layer



		ETH_CI

		ETH_FP

		
MAC service

		
MAC service

		ETH



		ETH multiplexing

		ETY/ETH-m adaptation function used

		
Multiplexed Access 

		Bundling

		



		

		

		Bundling

		

		



		802.3 L2 protocol generation and termination 

		802.3 protocols process in Srv/ETH adaptation 

		
Layer 2 Control Protocol Processing

		Layer 2 Control Protocol Processing

		



		GARP & reserved address filtering

		Filter process in Srv/ETH adaptation

		

		

		



		Traffic conditioning

		ETH_TC function

		
Bandwidth profile

		Bandwidth profile

		



		Flow point mapping

		ETH_FP to/from FDF

		VLAN mapping

		VLAN mapping

		



		Address of FP (not defined in G.8010/Y.1306)

		FP

		UNI ID

		NNI ID

		



		Address of FDFr (not defined in G.8010/Y.1306)

		FDFr

		UNI EC ID

		NNI EC ID

		



		Server Layer Technology

		Adaptation and TT for server layer used

		
PHY speed/mode/medium

		
Server layer 

		ETY or Server





Table A-1– G.8011/Y.1307 – G.8010/Y.1306 UNI/NNI attribute relationship


Note:  An attribute to support transit priority (queuing process in adaptation function) is for futher study.


A.3 Ethernet connection attributes


All Ethernet Connection Services are built by interconnecting ETH links. The service or EC attributes are related to a set of ETH links, or an ETH flow domain. They define restrictions on interconnection, or on the attributes of links to be used.  The relationship of these attributes to G.8010/Y.1306 is shown in Table A-2.


		G.8010/Y.1306 relationship

		EC Service Attribute
(table 7-1)

		Service Attribute Parameters and Values



		Connectivity within ETH VPNs

		Network connectivity

		P2p, mp2mp, p2mp



		Address – Determines whether FDs use filtering when interconnecting links


Priority – Determines whether all Queuing process should differentiate based on priority (P bits)

		Transfer characteristics

		Address – deliver conditionally or unconditionally


Priority – drop randomly or conditionally 



		Determines the mapping of ETH_CI to ETH links

		Link type

		Dedicated, shared



		Determines that no ETH level muxing can be used to mux service instances from different customers and that the server layer has to be a CO-CS layer per customer.


[If spatial then Service Muxing is allowed at the access link]

		Customer separation

		spatial, logical






		Same as customer separation, but now per service instance (from the same or different customers) 


[If spatial then no service muxing is allowed at the access link. ]

		Service Instance separation

		spatial, logical






		Classification of the ME supervision technique used.

		Connectivity monitoring

		proactive, on demand,  none



		Bandwidth associated with ETH component links 

		Bandwidth profile

		specify



		List of addresses of FP (not defined in G.8010/Y.1306)

		UNI list

		Arbitrary text string to identify associated UNIs



		Allowing of mux/demux of VLAN tag in srv/ETH adaptation

		Preservation

		VLAN – yes or no


CoS – yes or no



		Server layer survivability.  ETY is for further study.

		Survivability

		None, specify





Table A-2– G.8011/Y.1307 – G.8010/Y.1306 EC attribute relationship


ANNEX B – Distributed UNI 


B.1 Introduction


This Recommendation introduced a simple network model in section 6 while indicating that more complex models are possible.  The UNI shown in Figure 6-1 is a simple or collapsed case.  This appendix introduces  additional models that are possible. 


B.1 Distributed UNI-N


This case introduces an access network or private line inside the operator network that ‘extends’ the UNI link towards the demarc.  The distributed UNI would result in the UNI-N function that is shown in Figure B-1.  The functions and attributes of the UNI-N are distributed between the device closest to the demarc and the device closest to the operator’s network.
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Figure B-1/G.8011/Y.1307 – Single Provider view of Ethernet Service Areas with distributed UNI-N


appendix I


Customer View Ethernet Services


Appendix I  
Customer View Ethernet Services


I.1  Introduction


The Metro Ethernet Forum (MEF) is defining Ethernet services in a series of three documents called ‘MEF Phase 1’:


Ethernet Services Model


Ethernet Services Definitions


Ethernet Traffic Management Specifications


These documents describe services from the customer equipment (or customer edge – CE) point of view.  From this perspective, the MEF can not determine any technical difference, beyond possible differences in performance, between an Ethernet virtual private line and a dedicated Ethernet private line.


This appendix provides a brief introduction to the MEF Phase I documents as of April 2004, so that they may be compared with draft Rec. G.8011/Y.1307.  This description is tutorial and is not meant to replace the MEF specifications.  Currently, only the ‘Ethernet Services Model, Phase I’ is approved by the MEF [11].

I.2  Ethernet Services Model


The attributes of Ethernet services observable from UNI to UNI are defined in this document, as is a framework to define services. The framework lays out the format of the next document.


The scope of phase 1 is limited as follows:


· The services considered are only those based on Ethernet. 


· From the Subscriber equipment point of view, the protocol operating at the UNI between the Subscriber’s equipment and the Metro Ethernet Network is a Standard Ethernet protocol (PHY and MAC).


· The services considered are limited to services between two or more UNIs.


· It is assumed that the configuration of both the Service Provider and Subscriber equipment to create and access a service is done administratively.


I.2.1  UNI


A UNI can have a number of characteristics that will be important to the way that the CE sees a service. One of the key aspects of a service description will be the allowable mix of UNIs with different characteristics. The MEF UNI attributes are defined in table 5 of [11].


I.2.2  EVC


A fundamental aspect of Ethernet Services is the Ethernet Virtual Connection (EVC). An EVC is an instance of an association of two or more UNIs. These UNIs are said to be “in the EVC.” A given UNI can support more than one EVC via the Service Multiplexing attribute 


There are two types of EVCs – point-to-point and multipoint-to-multipoint.  In a Point-to-Point EVC, exactly two UNIs MUST be associated with one another. In a Multipoint-to-Multipoint EVC, two or more UNIs MUST be associated with one another.


The MEF EVC attributes are defined in table 6 of [11].


I.3  Ethernet Services Definitions


This document defines generic service constructs called Ethernet Service Types used to create Ethernet services over a Metro Ethernet Network (MEN).  This document specifies the Ethernet Service Attributes and parameters that are used with the different Ethernet Service Types, but does not define how the service attributes may be implemented. 


The services described in this document are from a subscriber perspective and are defined based on the service attributes that might appear in a Service Level Agreement (SLA) or Service Level Specification (SLS).  The services are instantiated at an Ethernet UNI, and are agnostic of the underlying network infrastructure.


The MEF has defined two generic service types called Ethernet Line (E-Line) Service for point-to-point connections and Ethernet LAN (E-LAN) Service for multipoint connections.  Both of these service types include a set of service attributes with associated parameters.  By setting different values for the service attribute parameters, many different Ethernet services can be created. 


I.4  Ethernet Traffic Management

This document defines the Traffic and Performance service attributes and parameters that may be specified as part of an Ethernet service level specification (SLS).  The service attributes and parameters defined in Phase I of this document only apply to Ethernet Service Frames.  

Phase I of this specification defines three Bandwidth Profile service attributes:


· Ingress Bandwidth Profile Per Ingress UNI


· Ingress Bandwidth Profile Per EVC


· Ingress Bandwidth Profile per CoS Identifier


Each Bandwidth Profile consists of <CIR, CBS, EIR, EBS, CM, CF> traffic parameters which are defined in this document.  Multiple bandwidth profiles may be applied at the UNI.  However, only a single type of bandwidth profile may be applied to a given Service Frame at the UNI.
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Appendix II  
Customer View vs Network View of Ethernet Services


II.1  Introduction


This Recommendation describes Ethernet services from the network perspective.  Ethernet services may also be described from the customer perspective.


The network viewpoint may be used by a carrier to define its network and manage the services and facilities within that network.  A carrier may choose to expose these services to its customers in SLAs or choose to use them internally.


The customer viewpoint of a service is simply viewing the carrier network from the customer side.  None of the network configuration, topology or management is visible to the customer.  However, performance measurements may be used to infer carrier network specifics.


It is important to note that both views are valid for all Ethernet services, though they both need not be used.  In the majority of cases, where customer and network view services are both used it is important to understand that they are complementary.


II.2 MEF – G.8011/Y.1307 comparison


II.2.1 Services types

Using the MEF as an example, the MEF Ethernet service types (i.e., E-LINE and E-LAN) that are defined in MEF Phase I documents (as of April 2004) can be implemented using infrastructure Ethernet services defined in draft Rec. G.8011/Y.1307. 


		MEF

		ITU-T G.8011/Y.1307



		E-Line

		Point-to-point (line)



		

		Point-to-multipoint



		E-LAN

		Multipoint-to-multipoint (LAN)





Figure II.1/G.8011/Y.1307 – Comparison of MEF & ITU-T Ethernet Services


This can be further expanded by the many service definitions that the MEF suggests is possible.  The first service definition is explored in an Appendix to G.8011.1.


 II.2.2 Attributes 

The attributes of the MEF and ITU-T service definitions can be mapped with the view that an MEF service can be carried on an ITU-T service, this is proposed in Table II.2.  There is an important distinction between the attributes that result from the customer vs network view. The MEF Ethernet virtual connection (EVC) is defined at the service layer and is between demarcs (see Figure 6-1).   As a result, its attributes are completely agnostic to the underlying infrastructure.  The ITU-T Ethernet Connection (EC) is defined at the service and infrastructure layer and specifically between UNI-Ns (see Figure 6-1).  As a result, its attributes define both service aspects and network specific details.


		MEF EVC Service Attribute

		G.8011/Y.1307
 EC attribute



		EVC Type

		Network Connectivity



		

		Link type



		UNI List

		UNI list 



		CE-VLAN ID Preservation

		Preservation - VLAN



		CE-VLAN CoS Preservation

		Preservation - CoS



		Unicast Service Frame Delivery

		Transfer characteristics - address






		Multicast Service Frame Delivery

		



		Broadcast Service Frame Delivery

		



		 (Note a)

		Transfer characteristics – drop precedence



		Layer 2 Control Protocol Processing (only applies for L2CP passed to the EVC)

		UNI L2 Control protocol processing



		EVC  Performance

		(Note 1)



		(Note b)

		Customer separation



		(Note b)

		Service instance separation



		(Note c)

		Connectivity monitoring



		(Note c)

		Survivability



		MEF notes:


a.  Not specified by MEF, but handled implicitly by EVC performance.
b. Handled implicitly by EVC performance parameters that prevent the sharing of resources.
c.  No equivalent



G.8011 notes:


1.  Not defined in G.8011/Y1307.  Depends on server layer.





Table II.2/G.8011/Y.1307 – Comparison of MEF EVC & G.8011/Y.1307 EC attributes


		MEFUNI Service Attribute

		G.8011/Y.1307 UNI attribute



		UNI Identifier

		UNI ID



		Physical Medium

		PHY medium



		Speed

		PHY Speed



		Mode

		PHY Mode



		MAC Layer

		MAC Service



		Service Multiplexing

		Multiplexed access



		UNI EVC ID

		UNI EC ID



		CE-VLAN ID / EVC Map

		VLAN Mapping



		Maximum number of EVCs

		(Note 1)



		Bundling

		Bundling



		All to One Bundling

		Bundling



		Ingress Bandwidth Profile Per Ingress UNI

		EC Bandwidth Profile



		Layer 2 Control Protocol Processing

		L2 Control protocol processing
(Note 2)



		Notes :


1.  EPL is defined as point-to-point service.


2. These are the ingress actions.  Valid actions per protocol on ingress and egress are defined in Tables 8-2, 8-3, 8-4 and 8-5/G.8011/Y.1307.





Table II.3/G.8011/Y.1307 – Comparison of MEF & G.8011 Ethernet UNI attributes 


The end result is that a service defined from a customer perspective with MEF EVC and UNI attributes can be deployed over a network infrastructure service defined with G.8011/Y.1307 EC and UNI attributes.
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Appendix III  
Ethernet link OAM


III.1  Introduction


Instructions for the TSB: The following amendment is to be located in an Appendix, then rolled into an Annex of G.8011/Y.1307 if the P802.3ah draft has been approved within IEEE by the time of the approval of G.8011/Y.1307, else it is to be deleted and moved to the living list.  The expected approval date is June 24, 2004.

		L2 Control Protocol 

		MAC Address

		Ethertype

		Subtype

		Valid Actions



		Slow protocols – 802.3ah OAM

		01-80-C2-00-00-02

		88-09 

		0x03

		





Table III-1/G.8011/Y.1307  – Amendment to Table 8-4 -  Ingress (sink) 802.3 L2 Control protocols


		L2 Control Protocol 

		MAC Address

		Ethertype

		Subtype

		Valid Actions



		Slow protocols - 802.3ah OAM

		01-80-C2-00-00-02

		88-09 

		0x03

		





Table III-2/G.8011/Y.1307  - Amendment to Table 8-5 – Egress (source) 802.3 L2 Control protocols


_______________________________
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