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Recommendation G.8031/Y.1342

Amendment 1


Summary


This amendment contains additional material to be incorporated into Recommendation G.8031, Ethernet Linear Protection Switching. It presents enhancements about response to EXER and DNR, and the location of protection switching process. It also presents additional descriptions about management information (MI) signals.

1. Scope


This amendment provides updated material pertaining to Ethernet Linear Protection Switching as described in G.8031. It presents enhancements about response to EXER and DNR, and the location of protection switching process. It also presents additional descriptions about management information (MI) signals.

2. References


–
ITU-T Recommendation G.8031/Y.1342 (2006), Ethernet Protection Switching.

3. Conventions


This Amendment contains changes to G.8031/Y.1342. 


Some of this material is new material, while some represents modifications to existing material in the original Recommendation.


4
Changes to G.8031


Modify Title of G.8031/Y.1342 by:

Ethernet Linear Protection Switching

4.1
Changes to Summary


Modify text in Summary as follows:

This Recommendation describes the specifics of linear protection switching for Ethernet VLAN signals. Included are details pertaining to ETH linear protection characteristics, architectures and the APS protocol. The protection scheme considered in this Recommendation is:

· VLAN‑based Ethernet subnetwork connection linear protection with sublayer monitoring.

5
Changes to clause 4, Abbreviations

Add the following abbreviation between “MEP” and “MIP” in clause 4:

MI
Management Information

6
Changes to clause 6, Introduction

Modify the fourth paragraph in clause 6 as follows:

Although selection is made only at the sink of the protected domain in linear 1+1 protection switching architecture, bidirectional linear 1+1 protection switching needs APS coordination protocol so that selectors for both direction selects the same entity. On the other hand, unidirectional linear 1+1 protection switching does not need APS coordination protocol. 


7
Changes to clause 7, Requirements


Modify the title and the first item of clause 7 as follows:

7
Network Objectives

1)
Ethernet linear protection switching should be applicable to Point-to-Point VLAN‑based ETH SNC which provides connectivity between two ETH flow points in an ETH flow domain. VID(s) can be used to identify Point-to-Point VLAN based ETH SNC(s) within ETH links. Additional details on ETH and related atomic functions can be obtained from ITU‑T Rec. G.8021/Y.1341 and G.8010/Y.1306. Other entities to be protected are for further study.

8
Changes to clause 10, Protection architectures


8.1
Addition to clause 10.3, Revertive and non-revertive switching

Add the following sentence to the end of clause 10.3:

Revertive/non-revertive of a SNC/S protection switching process shall be configured via ETH_MI_PS_OperType.

8.2
Changes to clause 10.6, Protection switching models


Modify text and figures in clause 10.6, sub-clauses 10.6.1, 10.6.2 and 10.6.3 as follows:

10.6
Protection switching models


Figure 10-1 depicts an example of the VLAN based ETH SNC/S protection switching models defined in this Recommendation. Other network scenarios are permissible.

Within the ETH Connection function (ETH_C) an ETH SNC protection switching process is instantiated to protect the ETH Connection (EC). When protection switching is configured for an EC, i.e., the protected ETH SNC, it is defined between two ETH Flow Points (ETH_FPs) as depicted in Figure 10-1. Each instantiated SNC protection switching process determines the specific output ETH_FP over which the protected ETH_CI is transferred. 


For example, in the case of 1:1 protection switching configuration, ETH_CI for the protected ETH can be forwarded to either working or protection transport entities by the instantiated ETH SNC protection switching process within the ETH_C. 
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Figure 10-1/G.8031/Y.1342 – ETH SNC/S protection switching architecture

Working and protection transport entities for a SNC protection switching process shall be configured via ETH_MI_PS_WorkingPortId and ETH_MI_PS_ProtectionPortId.

Since the protection switching mechanism requires monitoring for both working and protection transport entities, it is required that MEPs be activated for the purpose of monitoring the working and protection transport entities. Both transport entities are monitored by individually exchanging CCM defined in ITU‑T Rec. Y.1731 as shown in Figure 10-2.
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Figure 10-2/G.8031/Y.1342 – MEPs in ETH SNC/S protection switching architecture

The protection switching process also requires APS communication in order to coordinate its switching behaviour with the other end of the protected domain if the protection switching architecture is not 1+1 unidirectional protection switching. APS PDU is transmitted and received between the same MEP pair on the protection transport entity where CCM is transmitted for the monitoring.

APS information and defect condition which are terminated/detected by MEP sink function can be input to the protection switching process as shown in Figure 10-3.


If an MEP detects an anomaly which contributes to a SF defect condition, it will inform the protection switching process that a failure condition has been detected. Termination of the CCM and LCK (which are defined in ITU‑T Rec. Y.1731) is done by the ETH_FT atomic function. If the ETH_FT detects a failure condition, an ETH_AI_TSF is signalled to the ETH(x) to ETH adaptation sink (ETH(x)/ETH_A_Sk) which subsequently generates an ETH_CI_SSF. The ETH(x)/ETH adaptation function employs this ETH_CI_SSF to notify the ETH SNC protection switching process within ETH_C of the signal failure condition. 


The APS PDU is terminated by the ETH(x)/ETH_A_Sk function within the MEP. The ETH(x)/ETH_A_Sk function then extracts the APS specific information from the received APS PDU, and then transfers it to the ETH SNC protection switching process as the APS characteristic information (ETH_CI_APS). 


The protection switching process determines the new switching state after it receives ETH_CI_SSF or ETH_CI_APS, and then it determines the specific output ETH_FP over which the protected ETH_CI is transferred as necessary.


It is noted that the administrative state of the ETH(x)/ETH adaptation function for both working and protection transport entities shall not be locked.
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Figure 10-3/G.8031/Y.1342 – Behaviours of both MEPs and SNC protection
switching process in ETH SNC/S protection switching architecture

SNC/S protection is not only limited to subnetwork connections; it is also possible to extend this protection mechanism to support a single link connection as well as network connections. 

10.6.1
1+1 bidirectional protection switching


Figure 10-4 illustrates the 1+1 bidirectional linear protection switching architecture. The protected ETH_CI traffic is permanently bridged to both the working transport entity and the protection transport entity. In this figure, the traffic is shown as being received via the ETH_C only from the working entity. Figure 10-5 illustrates a situation where a protection switching has occurred due to a signal fail condition on the working transport entity. It should be noted that both directions are switched even when a unidirectional defect occurs. For this purpose, APS coordination protocol is necessary.
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Figure 10-4/G.8031/Y.1342 – 1+1 bidirectional protection switching architecture
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Figure 10-5/G.8031/Y.1342 – 1+1 bidirectional protection switching architecture –
Signal fail condition for working entity


10.6.2
1+1 unidirectional protection switching


Figure 10-6 illustrates the 1+1 unidirectional linear protection switching architecture. The protected ETH_CI traffic is permanently bridged to both the working transport entity and the protection transport entity. In this figure, the traffic is shown as being received via the ETH_C only from the working entity for both directions. Figure 10-7 illustrates a situation where a protection switching has occurred due to a signal fail condition on the working transport entity in the West‑to‑East direction. The normal traffic in the East‑to‑West direction continues to be received via the working transport entity. In unidirectional protection switching, each direction is switched independently. Selectors at the sink of the protected domain operate only based on the local information. For this purpose, APS coordination protocol is not necessary.


Figure 10-8 illustrates a case where signal fail condition exists on the working transport entity in the West‑to‑East direction and on the protection transport entity in the East‑to‑West direction. Unidirectional protection switching can protect this type of double defect scenarios while bidirectional protection switching cannot.
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Figure 10-6/G.8031/Y.1342 – 1+1 unidirectional protection switching architecture
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Figure 10-7/G.8031/Y.1342 – 1+1 unidirectional protection switching architecture –
Signal fail condition for working transport entity in the west‑to‑east direction
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Figure 10-8/G.8031/Y.1342 – 1+1 unidirectional protection switching architecture –
Signal fail condition in both directions

10.6.3
1:1 bidirectional protection switching


Figure 10-9 illustrates the 1:1 linear protection switching architecture, with the normal traffic (ETH#A) being transmitted via the working transport entity. Although both the working and protection transport entities for ETH#A can be used by any other ETH traffic, the ETH SNC protection switching process only determines the specific output ETH_FP over which the protected ETH_CI for ETH#A is transferred if the protection switching is only established for ETH#A.

Figure 10-10 illustrates a situation where a protection switch has occurred, due to a signal fail condition on the working transport entity. At the source node, the normal traffic (ETH#A) is forwarded to the protection transport entity. At the sink node, the normal traffic (ETH#A) is received from the protection transport entity. During the protection switching operation, transient mismatch between bridge/selector positions at both ends of the protected domain is possible. However, misconnection between ETH_CI for ETH#A and other ETH_CI is not possible because traffic is always forwarded correctly through the ETH_C, based on the VID. Note that in order to achieve this forwarding behaviour, different VID must be configured on the protection transport entity for the protected ETH#A and the non-protected ETH traffic. 

The forwarding of traffic according to the VID in the ETH_C function means that for 1:1 architectures, traffic misconnections are never possible. This greatly simplifies the functionality of the protection switching protocol, enabling a 1-phase protocol to be used, with only a single information exchange being required between both ends to complete a bidirectional switching. 
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Figure 10-9/G.8031/Y.1342 – 1:1 protection switching architecture
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Figure 10-10/G.8031/Y.1342 – 1:1 protection switching architecture –Signal Fail condition for working transport entity

9
Changes to clause 11, APS Protocol

9.1
Changes to clause 11.1, APS format


Modify Table 11-1 in clause 11.1 as follows:

Table 11-1 describes code points and values for APS‑specific information.


		Table 11-1/G.8031/Y.1342 – Code points and field values
for APS‑specific information



		Request/State

		1111

		Lockout of Protection (LO)

		Priority



		

		1110

		Signal Fail for Protection (SF-P)

		highest



		

		1101

		Forced Switch (FS)

		



		

		1011

		Signal Fail for Working (SF)

		



		

		1001

		Signal Degrade (SD) (Note 1)

		



		

		0111

		Manual Switch (MS)

		



		

		0101

		Wait to Restore (WTR)

		



		

		0100

		Exercise (EXER)

		



		

		0010

		Reverse Request (RR)

		



		

		0001

		Do Not Revert (DNR)

		



		

		0000

		No Request (NR)

		lowest



		

		Others

		Reserved for future international standardization



		Protection Type

		A

		0

		No APS Channel



		

		

		1

		APS Channel



		

		B

		0

		1+1 (Permanent Bridge)



		

		

		1

		1:1 (no Permanent Bridge)



		

		D

		0

		Unidirectional switching



		

		

		1

		Bidirectional switching



		

		R

		0

		Non-revertive operation



		

		

		1

		Revertive operation



		Requested Signal

		0

		Null Signal



		

		1

		Normal Traffic Signal



		

		2-255

		(Reserved for future use)



		Bridged Signal

		0

		Null Signal



		

		1

		Normal Traffic Signal



		

		2-255

		(Reserved for future use)



		NOTE 1 – SD is for further study.







9.2
Changes to clause 11.2, 1-phase APS protocol


9.2.1
Changes to clause 11.2.1, Principle of operation


Modify the fourth paragraph and Figure11-3 in clause 11.2.1 as follows:
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Figure 11-3/G.8031/Y.1342 – Principle of 1+1/1:1 linear protection switching algorithm


In detail, the functionality is as follows (see Figure 11-3):


At the local network element, one or more local protection switching requests (as listed in 9.1 and 9.2) may be active. The "local priority logic" determines which of these requests is of top priority, using the order of priority given in Table 11-1. This top priority local request information is passed on to the "global priority logic".

The local network element receives information from the network element of the far end via the APS‑specific information. The received APS‑specific information is subjected to a validity check (see 11.2.4). The information of the received "Request/State" information (which indicates the top priority local request of the far end) is then passed on to the "EXER/DNR logic". If the received "Request/State" information is EXER, DNR or RR, then it is filtered by "EXER/DNR logic". "EXER/DNR logic" then generates RR local request if the received "Request/State" information is EXER, or generates DNR if the received "Request/State" information is DNR. The generated local request is then passed to "local priority logic". If the received "Request/State" information is none of EXER, DNR and RR, it is simply passed to "global priority logic". The "global priority logic" compares the top priority local request with the request of the received "Request/State" information (according to the order of priority of Table 11-1) to determine the top priority global request. If the top priority global request is the local request, it will be indicated in "Request/State" field, otherwise "NR" will be indicated. The top priority global request will be exactly same with the top priority local request in the case of unidirectional protection switching because the received “Request/State” information should not affect the operation of the unidirectional protection switching. This request then determines the bridge/selector position (or status) of the local network element as follows:


9.2.2
Changes to clause 11.2.2, Revertive mode


Modify all paragraphs in clause 11.2.2 as follows:

In revertive mode of unidirectional protection switching operation, in conditions where working traffic is being received via the protection entity, if local protection switching requests (see Figure 11-3) have been previously active and now become inactive, a local wait-to-restore state is entered. Since this state now represents the highest priority local request, it is indicated on the transmitted "Request/State" information and maintains the switch. 

 In the case of bidirectional protection switching, a local wait to restore state is entered only when there is no higher priority of request received from the far end than that of the wait to restore state.


This state normally times out and becomes a no request state after the wait to restore timer has expired. The wait to restore timer is deactivated earlier if any local request of higher priority pre-empts this state.


A switch to the protection entity may be maintained by a local wait-to-restore state or by a remote request (wait-to-restore or other) received via the "Request/State" information. Therefore, in a case where a bidirectional failure for a working entity has occurred and subsequent repair has taken place, the bidirectional reversion back to the working entity does not take place until both wait-to-restore timers at both ends have expired. 

9.2.3
Changes to clause 11.2.3, Non-revertive mode


Modify text in clause 11.2.3 as follows:

In non-revertive mode of unidirectional protection switching operation, in conditions where working traffic is being transmitted via the protection entity, if local protection switching requests (see Figure 11-3) have been previously active and now become inactive, a local "do not revert state" is entered. Since this state now represents the highest priority local request, it is indicated on the transmitted "Request/State" information and maintains the switch, thus preventing reversion back to the released bridge/selector position in non‑revertive mode under no request conditions. 


In the case of bidirectional protection switching operation, a local do not revert state is entered only when there is no higher priority of request received from the far end than that of the do not revert state.


9.2.4
Changes to clause 11.2.4, Transmission and acceptance of APS


Modify the third paragraph in clause 11.2.4 as follows:

The first three APS frames should be transmitted as fast as possible only if APS information to be transmitted has been changed so that fast protection switching is possible even if one or two APS frames are lost or corrupted. For the fast protection switching in 50 ms, the interval of the first three APS frames should be 3.3 ms, which is the same interval as CCM frames for fast defect detection.

9.3
Changes to clause 11.3, Request type


Modify text in clause 11.3 as follows:

The request types  reflect the highest priority condition, command, or state. In the case of unidirectional switching, this is the highest priority value determined from the near end only. In bidirectional switching, the local request will be indicated only in the case where it is as high as or higher than any request received from the far end over the APS communication, otherwise NR will be indicated. In 1-phase APS protocol, the near end will signal Reverse Request only in response to an EXER command from the far end.

9.4
Changes to clause 11.4, Protection types


Add the following sentence at the end of clause 11.4:

The Protection Type of a SNC protection switching process shall be configured via ETH_MI_PS_ProtType.

9.5
Changes to clause 11.11, Command acceptance and retention


Add the following sentence at the end of clause 11.11:

Each external command shall be input to a SNC protection switching process via ETH_MI_PS_ExtCMD.

9.6
Changes to clause 11.12, Hold-off timer


Modify the last paragraph and add a sentence at the end of clause 11.12 as follows:

When a new defect or more severe defect occurs (new SF (or SD if applicable)), this event will not be reported immediately to protection switching if the provisioned hold-off timer value is non-zero. Instead, the hold-off timer will be started. When the hold-off timer expires, it will be checked whether a defect still exists on the trail that started the timer. If it does, that defect will be reported to protection switching. The defect need not be the same one that started the timer.

The hold-off timer of a SNC protection switching process shall be configured via ETH_MI_PS_HoTime.

9.7
Changes to clause 11.13, Wait-to-restore timer

Modify the last paragraph and add a sentence at the end of clause 11.13 as follows:

In revertive mode of operation, when the protection is no longer requested, i.e., the failed working transport entity is no longer in SF (or SD if applicable) condition (and assuming no other requesting transport entities), a local wait-to-restore state will be activated. Since this state becomes the highest in priority, it is indicated on the APS signal (if applicable), and maintains the normal traffic signal from the previously failed working transport entity on the protection transport entity. This state shall normally time out and become a no request state. The wait-to-restore timer deactivates earlier when any request of higher priority pre‑empts this state.

The wait-to-restore timer of a SNC protection switching process shall be configured via ETH_MI_PS_WTR.

9.8
Changes to clause 11.14, Exercise operation

Modify the second paragraph in clause 11.14 as follows:

Exercise command shall issue the command with the same requested and bridged signal numbers of the NR, RR or DNR request that it replaces. In 1-phase APS protocol, the valid response will be an RR with the corresponding requested and bridged signal numbers. When Exercise commands are input at both ends, an EXER, instead of RR, is transmitted from both ends. The standard response to DNR should be DNR rather than NR. When the exercise command is cleared, it will be replaced with NR or RR if the requested signal number is 0, and DNR or RR if the requested signal number is 1.

9.9
Changes to clause 11.15, Failure of protocol defects


Modify clause 11.15 as follows:





		



		

		



		

		



		



		

		



		

		



		



		

		



		

		



		





"Failure of Protocol" situations for protection types requiring APS are as follows:

· Fully incompatible provisioning (the "B" bit mismatch, described in 11.4)

· Working/Protection configuration mismatch (described in 11.2.4)


· Lack of response to a bridge request (i.e., no match in sent "Requested Signal" and received "Requested Signal") for > 50ms.


Fully incompatible provisioning and working/protection configuration mismatch are detected by receiving only one APS frame. Detection and clearance of "Failure of Protocol" defects are defined in ITU-T Rec. G.8021/Y.1341.

If an unknown request or a request for an invalid signal number is received, it will be ignored.

10
Changes to Annex A, State transition tables of protection switching


10.1
Changes to Annex A.1.1, Local requests


Modify Table A.1/G.8031/Y.1342 in Annex A.1.1 as follows:

		State

		Signalled APS

		Local request



		

		

		a

		b

		c

		d

		e

		f

		g

		h

		i

		j



		

		

		Lockout

		Forced switch

		SF 
on working

		Working recovers
from SF

		SF on protection

		Protection recovers
from SF

		Manual switch

		Clear

		Exercise

		WTR
timer
expires



		A

		No Request 
Working/Active
 
Protection/Standby

		NR
[r/b=null]

		(C

		(D

		(Ea)

		N/A

		(F

		N/A

		(G

		N/A

		(I

		N/A



		B

		No Request  
Working/Standby

Protection/Active

		NR
[r/b=normal]

		(C

		(D

		((B)b)
or (E

		O

		(F

		N/A

		(G

		N/A

		O

		N/A



		C

		Lockout 

Working/Active

Protection/Standby

		LO
[r/b=null]

		O

		O

		O

		O

		O

		O

		O

		(A
or (Ec)
(Fd)

		O

		N/A



		D

		Forced Switch

Working/Standby 

Protection/Active

		FS
[r/b=normal]

		(C

		O

		O

		O

		(F

		N/A

		O

		(A
or (Ec)

		O

		N/A



		E

		Signal Fail (W)

Working/Standby 

Protection/Active

		SF
[r/b=normal]

		(C

		(D

		N/A

		(H

		(F

		N/A

		O

		N/A

		O

		N/A



		F

		Signal Fail (P)
Working/Active

Protection/Standby

		SF-P
[r/b=null]

		(C

		O

		O

		O

		N/A

		(A

		O

		N/A

		O

		N/A



		G

		Manual Switch
Working/Standby

Protection/Active

		MS
[r/b=normal]

		(C

		(D

		(E

		N/A

		(F

		N/A

		O

		(A

		O

		N/A



		H

		Wait to Restore

Working/Standby

Protection/Active

		WTR
[r/b=normal]

		(C

		(D

		(E

		N/A

		(F

		N/A

		(G

		(A

		O

		(A



		I

		Exercise

Working/Active
 
Protection/Standby

		EXER
[r/b=null]

		(C

		(D

		(E

		N/A

		(F

		N/A

		(G

		(A

		O

		N/A



		J

		Reverse Request

Working/Active
 
Protection/Standby

		RR
[r/b=null]

		(C

		(D

		(E

		N/A

		(F

		N/A

		(G

		N/A

		(I

		N/A



		NOTE 1 – "N/A" means that the event is not expected to happen for the State. However if it does happen, the event should be ignored.

NOTE 2 – "O" means that the request shall be overruled by the existing condition because it has an equal or a lower priority. 


NOTE 3 – "((X)" represents that the state is not changed and remains the same state.

a)  It transits to the state E if the Signal Fail still exists after hold-off timer expires.


b)  If FS is indicated in the received APS from the far end. c) If SF is reasserted. d) If SF-P is reasserted.

e)  If FS or SF is indicated in the received APS from the far end. f)  If LO or SF-P is indicated in the received APS from the far end.





10.2
Changes to Annex A.1.2, Far end requests

Modify Table A.2/G.8031/Y.1342 in Annex A.1.2 as follows:

		State

		Signalled
APS

		Received far end request



		

		

		k

		l

		m

		n

		o

		p

		q

		r

		s

		t



		

		

		LO
[r/b=null]

		SF-P
[r/b=null]

		FS
[r/b=
 normal]

		SF
[r/b=
 normal]

		MS
[r/b=
 normal]

		WTR
[r/b=
 normal]

		EXER
[r/b=null]

		RR
[r/b=null]

		NR
[r/b=null]

		NR
[r/b=
 normal]



		A

		No Request

Working/Active 
Protection/Standby

		NR
[r/b=null]

		((A)

		((A)

		(B

		(B

		(B

		N/A

		(J

		((A)

		((A)
or (Ea)
or (Fb)

		((A)



		B

		No Request 
Working/Standby

Protection/Active

		NR
[r/b=normal]

		(A

		(A

		((B)

		((B)

		((B)

		((B)

		N/A

		N/A

		(A
or (Ea)

		(A



		C

		Lockout 

Working/Active 
Protection/Standby

		LO
[r/b=null]

		((C)

		O

		O

		O

		O

		O

		O

		O

		O

		O



		D

		Forced Switch 
Working/Standby

Protection/Active

		FS
[r/b=normal]

		(A

		(A

		((D)

		O

		O

		O

		O

		O

		O

		O



		E

		Signal Fail (W) 
Working/Standby

Protection/Active

		SF
[r/b=normal]

		(A

		(A

		(B

		((E)

		O

		O

		O

		O

		O

		O



		F

		Signal Fail (P) 
Working/Active 
Protection/Standby

		SF-P
[r/b=null]

		(A

		((F)

		O

		O

		O

		O

		O

		O

		O

		O



		G

		Manual Switch 
Working/Standby

Protection/Active

		MS
[r/b=normal]

		(A

		(A

		(B

		(B

		((G)

		O

		O

		O

		O

		O



		H

		Wait to Restore 
Working/Standby

Protection/Active 

		WTR
[r/b=normal]

		(A

		(A

		(B

		(B

		(B

		((H)

		O

		O

		N/A

		O



		I

		Exercise 

Working/Active 
Protection/Standby

		EXER
[r/b=null]

		(A

		(A

		(B

		(B

		(B

		N/A

		((I)

		((I)

		O

		N/A



		J

		Reverse Request

Working/Active 
Protection/Standby

		RR
[r/b=null]

		(A

		(A

		(B

		(B

		(B

		N/A

		((J)

		(A

		(A

		N/A



		NOTE 1 – "N/A" means that the event is not expected to happen for the State. However if it does happen, the event should be ignored.

NOTE 2 – "O" means that the request shall be overruled by the existing condition because it has an equal or a lower priority. 


NOTE 3 – "((X)" represents that the state is not changed and remains the same state.


a)  If SF is reasserted.

b) If SF-P is reasserted.





10.3
Changes to Annex A.2.1, Local requests


Modify Table A.3/G.8031/Y.1342 in Annex A.2.1 as follows:

		State

		Signalled APS

		Local request



		

		

		a

		b

		c

		d

		e

		f

		g

		h

		i



		

		

		Lockout

		Forced
switch

		SF
on working

		Working recovers from SF

		SF on protection

		Protection recovers from SF

		Manual switch

		Clear

		Exercise



		A

		No Request 
Working/Active

Protection/Standby

		NR
[r/b=null]

		(C

		(D

		(Ea)

		N/A

		(F

		N/A

		(G

		N/A

		(I



		B

		No Request 
Working/Standby 
Protection/Active

		NR
[r/b=normal]

		(C

		(D

		((B) b) 
or (E

		N/A

		(F

		N/A

		(G

		N/A

		O



		C

		Lockout 

Working/Active 
Protection/Standby

		LO
[r/b=null]

		O

		O

		O

		O

		O

		O

		O

		(A 
or (Ec)
(Fd)

		O



		D

		Forced Switch 
Working/Standby 
Protection/Active

		FS
[r/b=normal]

		(C

		O

		O

		O

		(F

		N/A

		O

		(J 
or (Ec)

		O



		E

		Signal Fail (W) 
Working/Standby 
Protection/Active

		SF
[r/b=normal]

		(C

		(D

		N/A

		(H

		(F

		N/A

		O

		N/A

		O



		F

		Signal Fail (P) 
Working/Active 
Protection/Standby

		SF-P
[r/b=null]

		(C

		O

		O

		O

		N/A

		(A

		O

		N/A

		O



		G

		Manual Switch 
Working/Standby 
Protection/Active

		MS
[r/b=normal]

		(C

		(D

		(E

		N/A

		(F

		N/A

		O

		(H

		O



		H

		Do Not Revert 
Working/Standby 
Protection/Active

		DNR
[r/b=normal]

		(C

		(D

		(E

		N/A

		(F

		N/A

		(G

		N/A

		(J



		I

		Exercise 

Working/Active 
Protection/Standby

		EXER
[r/b=null]

		(C

		(D

		(E

		N/A

		(F

		N/A

		(G

		(A

		O



		J

		Exercise 

Working/Standby 
Protection/Active

		EXER
[r/b=normal]

		(C

		(D

		(E

		N/A

		(F

		N/A

		(G

		(H

		O



		K

		Reverse Request

Working/Active 
Protection/Standby

		RR
[r/b=null]

		(C

		(D

		(E

		N/A

		(F

		N/A

		(G

		N/A

		(I



		L

		Reverse Request

Working/Standby 
Protection/Active

		RR
[r/b=normal]

		(C

		(D

		(E

		N/A

		(F

		N/A

		(G

		N/A

		(J



		NOTE 1 – "N/A" means that the event is not expected to happen for the State. However if it does happen, the event should be ignored.

NOTE 2 – "O" means that the request shall be overruled by the existing condition because it has an equal or a lower priority. 


NOTE 3 – "((X)" represents that the state is not changed and remains the same state.

a) It transits to the state E if the Signal Fail still exists after hold-off timer expires.


b) If FS is indicated in the received APS from the far end.

c) If SF is reasserted.

d) If SF-P is reasserted.





10.4
Changes to Annex A.2.2, Far end requests

Modify Table A.4/G.8031/Y.1342 in Annex A.2.2 as follows:

		State

		Signalled
APS

		Received far end request



		

		

		j

		k

		l

		m

		n

		o

		p

		q

		r

		s

		t

		u



		

		

		LO
[r/b=null]

		SF-P [r/b=null]

		FS
[r/b= normal]

		SF
[r/b= normal]

		MS
[r/b= normal]

		EXER
[r/b=null]

		EXER
[r/b= normal]

		RR
[r/b= null]

		RR
[r/b= normal]

		NR
[r/b=null]

		NR
[r/b= normal]

		DNR
[r/b= normal]



		A

		No Request
 
Working/Active
 
Protection/Standby

		NR
[r/b=null]

		((A)

		((A)

		(B

		(B

		(B

		(K

		N/A

		((A)

		N/A

		((A) 
or (Ea) 
or (Fb)

		((A)

		N/A



		B

		No Request 

Working/Standby

Protection/Active

		NR
[r/b=normal]

		(A

		(A

		((B)

		((B)

		((B)

		N/A

		N/A

		N/A

		N/A

		(A
or (Ea)

		N/A

		(H



		C

		Lockout 

Working/Active

Protection/Standby

		LO
[r/b=null]

		((C)

		O

		O

		O

		O

		O

		O

		O

		O

		O

		O

		O



		D

		Forced Switch 
Working/Standby 

Protection/Active

		FS
[r/b=normal]

		(A

		(A

		((D)

		O

		O

		O

		O

		O

		O

		O

		O

		O



		E

		Signal Fail (W) 

Working/Standby

Protection/Active

		SF
[r/b=normal]

		(A

		(A

		(B

		((E)

		O

		O

		O

		O

		O

		O

		O

		O



		F

		Signal Fail (P) 

Working/Active 

Protection/Standby

		SF-P
[r/b=null]

		(A

		((F)

		O

		O

		O

		O

		O

		O

		O

		O

		O

		O



		G

		Manual Switch
 
Working/Standby 

Protection/Active

		MS
[r/b=normal]

		(A

		(A

		(B

		(B

		((G)

		O

		O

		O

		O

		O

		O

		O



		H

		Do Not Revert 

Working/Standby
 
Protection/Active

		DNR
[r/b=normal]

		(A

		(A

		(B

		(B

		(B

		N/A

		(L

		N/A

		((H)

		O

		O

		((H)



		I

		Exercise 

Working/Active 

Protection/Standby

		EXER
[r/b=null]

		(A

		(A

		(B

		(B

		(B

		((I)

		N/A

		((I)

		N/A

		O

		N/A

		N/A



		J

		Exercise 

Working/Standby 

Protection/Active

		EXER
[r/b=normal]

		(A

		(A

		(B

		(B

		(B

		N/A

		((J)

		N/A

		((J)

		N/A

		O

		O



		K

		Reverse Request 

Working/Active 

Protection/Standby

		RR
[r/b=null]

		(A

		(A

		(B

		(B

		(B

		((K)

		N/A

		(A

		N/A

		(A

		N/A

		N/A



		L

		Reverse Request 

Working/Standby 

Protection/Active

		RR
[r/b=normal]

		(A

		(A

		(B

		(B

		(B

		N/A

		((L)

		N/A

		(H

		N/A

		N/A

		(H



		NOTE 1 – "N/A" means that the event is not expected to happen for the State. However if it does happen, the event should be ignored.

NOTE 2 – "O" means that the request shall be overruled by the existing condition because it has an equal or a lower priority. 


NOTE 3 – "((X)" represents that the state is not changed and remains the same state. 

a) If SF is reasserted. 

b) If SF-P is reasserted.





10.5
Changes to Annex A.3.1, Local requests


Modify Table A.5/G.8031/Y.1342 in Annex A.3.1 as follows:

		State

		Signalled
APS

		Local request



		

		

		a

		b

		c

		d

		e

		f

		g

		h

		i

		j



		

		

		Lockout

		Forced switch

		SF on working

		Working recovers from SF

		SD on protection

		Protection recovers from SF

		Manual switch

		Clear

		Exercise

		WTR timer expires



		A

		No Request 

Working/Active
 
Protection/Standby

		NR
[r=null, 
 b=normal]

		(C

		(D

		(Ea)

		N/A

		(F

		N/A

		(G

		N/A

		(I

		N/A



		B

		No Request 

Working/Standby 

Protection/Active

		NR
[r/b=normal] 

		(C

		(D

		((B)b)
or (E

		O

		(F

		N/A

		(G

		N/A

		O

		N/A



		C

		Lockout 

Working/Active
 
Protection/Standby

		LO
[r=null, 
 b=normal]

		O

		O

		O

		O

		O

		O

		O

		(A
or ( Ec)
(Fd)

		O

		N/A



		D

		Forced Switch
 
Working/Standby 

Protection/Active

		FS
[r/b=normal]

		(C

		O

		O

		O

		(F

		N/A

		O

		(A 
or (Ec)

		O

		N/A



		E

		Signal Fail (W) 

Working/Standby 

Protection/Active

		SF
[r/b=normal]

		(C

		(D

		N/A

		(H

		(F

		N/A

		O

		N/A

		O

		N/A



		F

		Signal Fail (P) 

Working/Active 

Protection/Standby

		SF-P
[r=null, 
 b=normal]

		(C

		O

		O

		O

		N/A

		(A

		O

		N/A

		O

		N/A



		G

		Manual Switch 

Working/Standby 

Protection/Active

		MS
[r/b=normal]

		(C

		(D

		(E

		N/A

		(F

		N/A

		O

		(A

		O

		N/A



		H

		Wait to Restore 

Working/Standby 

Protection/Active

		WTR
[r/b=normal]

		(C

		(D

		(E

		N/A

		(F

		N/A

		(G

		(A

		O

		(A



		I

		Exercise 

Working/Active 

Protection/Standby

		EXER
[r=null, 
 b=normal]

		(C

		(D

		(E

		N/A

		(F

		N/A

		(G

		(A

		O

		N/A



		L

		Reverse Request

Working/Active
 
Protection/Standby

		RR
[r=null,


b=normal]

		(C

		(D

		(E

		N/A

		(F

		N/A

		(G

		N/A

		(I

		N/A



		NOTE 1 – "N/A" means that the event is not expected to happen for the State. However if it does happen, the event should be ignored.

NOTE 2 – "O" means that the request shall be overruled by the existing condition because it has an equal or a lower priority.


NOTE 3 – "((X)" represents that the state is not changed and remains the same state.

a) It transits to the state E if the Signal Fail still exists after hold-off timer expires.

b) If FS is indicated in the received APS from the far end.

c) If SF is reasserted. 

d) If SF-P is reasserted.





10.6
Changes to Annex A.3.2, Far end requests


Modify Table A.6/G.8031/Y.1342 in Annex A.3.2 as follows:

		State

		Signalled
APS

		Received far end request



		

		

		k

		l

		m

		n

		o

		p

		q

		r

		s

		t



		

		

		LO
[ r=null,
 b=normal]

		SF-P
[ r=null, 
 b=normal]

		FS
[r/b=normal]

		SF
[r/b=normal]

		MS
[r/b=normal]

		WTR
[r/b=normal]

		EXER
[ r=null, 
 b=normal]

		RR


[ r=null, 
 b=normal]

		NR
[ r=null, 
 b=normal]

		NR
[r/b=normal]



		A

		No Request 

Working/Active

Protection/Standby

		NR [ r=null, 
 b=normal]

		((A)

		((A)

		(B

		(B

		(B

		N/A

		((A)

		((A)

		((A)
or (Ea)
or (Fb)

		((A)



		B

		No Request 

Working/Standby 

Protection/Active

		NR
[r/b=normal] 

		(A

		(A

		((B)

		((B)

		((B)

		((B)

		N/A

		N/A

		( A
or (Ea)

		(A



		C

		Lockout 

Working/Active 
Protection/Standby

		LO
[ r=null, 
 b=normal]

		((C)

		O

		O

		O

		O

		O

		O

		O

		O

		O



		D

		Forced Switch 

Working/Standby 

Protection/Active

		FS
[r/b=normal]

		(A

		(A

		((D)

		O

		O

		O

		O

		O

		O

		O



		E

		Signal Fail (W) 

Working/Standby 

Protection/Active

		SF
[r/b=normal]

		(A

		(A

		(B

		((E)

		O

		O

		O

		O

		O

		O



		F

		Signal Fail (P) 

Working/Active

Protection/Standby

		SF-P
[ r=null, 
 b=normal]

		(A

		((F)

		O

		O

		O

		O

		O

		O

		O

		O



		G

		Manual Switch 

Working/Standby 

Protection/Active

		MS
[r/b=normal]

		(A

		(A

		(B

		(B

		((G)

		O

		O

		O

		O

		O



		H

		Wait to Restore 

Working/Standby 

Protection/Active

		WTR 
[r/b=normal]

		(A

		(A

		(B

		(B

		(B

		((H)

		O

		O

		N/A

		O



		I

		Exercise 

Working/Active 
Protection/Standby

		EXER
[ r=null, 
 b=normal]

		(A

		(A

		(B

		(B

		(B

		N/A

		((I)

		((I)

		O

		N/A



		J

		Reverse Request 

Working/Active 
Protection/Standby

		RR
[ r=null, 
 b=normal]

		(A

		(A

		(B

		(B

		(B

		N/A

		((J)

		(A

		(A

		N/A



		NOTE 1 – "N/A" means that the event is not expected to happen for the State. However if it does happen, the event should be ignored.

NOTE 2 – "O" means that the request shall be overruled by the existing condition because it has an equal or a lower priority.

NOTE 3 – "((X)" represents that the state is not changed and remains the same state.

a) If SF is reasserted. 

b) If SF-P is reasserted.





10.7
Changes to Annex A.4.1, Local requests


Modify Table A.7/G.8031/Y.1342 in Annex A.4.1 as follows:

		State

		Signalled 
APS

		Local request



		

		

		a

		b

		c

		d

		e

		f

		g

		h

		i



		

		

		Lockout

		Forced
switch

		SF 
on working

		Working recovers
from SF

		SF on protection

		Protection recovers from SF

		Manual switch

		Clear

		Exercise



		A

		No Request 

Working/Active 
Protection/Standby

		NR
[ r=null, 
 b=normal]

		(C

		(D

		(Ea)

		N/A

		(F

		N/A

		(G

		N/A

		(I



		B

		No Request 

Working/Standby

Protection/Active

		NR
[r/b=normal]

		(C

		(D

		((B)b) 
or (E

		N/A

		(F

		N/A

		(G

		N/A

		O



		C

		Lockout 

Working/Active 
Protection/Standby

		LO
[ r= null, 
 b=normal]

		O

		O

		O

		O

		O

		O

		O

		(A 
or (Ec)
(Fd)

		O



		D

		Forced Switch 

Working/Standby 

Protection/Active

		FS
[r/b=normal]

		(C

		O

		O

		O

		(F

		N/A

		O

		(H 
or (Ec)

		O



		E

		Signal Fail (W) 

Working/Standby 

Protection/Active

		SF
[r/b=normal]

		(C

		(D

		N/A

		(H

		(F

		N/A

		O

		N/A

		O



		F

		Signal Fail (P) 

Working/Active 
Protection/Standby

		SF-P
[ r= null, 
 b=normal]

		(C

		O

		O

		O

		N/A

		(A

		O

		N/A

		O



		G

		Manual Switch 

Working/Standby 

Protection/Active

		MS
[r/b=normal]

		(C

		(D

		(E

		N/A

		(F

		N/A

		O

		(H

		O



		H

		Do Not Revert 

Working/Standby 

Protection/Active

		DNR [r/b=normal]

		(C

		(D

		(E

		N/A

		(F

		N/A

		(G

		N/A

		(J



		I

		Exercise 

Working/Active 
Protection/Standby

		EXER
[ r=null, 
 b=normal]

		(C

		(D

		(E

		N/A

		(F

		N/A

		(G

		(A

		O



		J

		Exercise 

Working/Standby  

Protection/Active

		EXER
[r/b=normal]

		(C

		(D

		(E

		N/A

		(F

		N/A

		(G

		(H

		O



		K

		Reverse Request

Working/Active
 
Protection/Standby

		RR
[r/b=null/normal]

		(C

		(D

		(E

		N/A

		(F

		N/A

		(G

		N/A

		(I



		L

		Reverse Request 

Working/Standby

Protection/Active

		RR
[r/b=normal]

		(C

		(D

		(E

		N/A

		(F

		N/A

		(G

		N/A

		(J



		NOTE 1 – "N/A" means that the event is not expected to happen for the State. However if it does happen, the event should be ignored.

NOTE 2 – "O" means that the request shall be overruled by the existing condition because it has an equal or a lower priority.


NOTE 3 – "((X)" represents that the state is not changed and remains the same state.

a) It transits to the state E if the Signal Fail still exists after hold-off timer expires.

b) If FS is indicated in the received APS from the far end. c) If SF is reasserted. d) If SF-P is reasserted.





10.8
Changes to Annex A.4.2, Far end requests


Modify Table A.8/G.8031/Y.1342 in Annex A.4.2 as follows:

		State

		Signalled APS

		Received far end request



		

		

		j

		k

		l

		m

		n

		o

		p

		q

		r

		s

		t

		u



		

		

		LO
[ r= null, 
 b=normal]

		SF-P
[ r= null, 
 b=normal]

		FS
[r/b=　normal]

		SF
[r/b= normal

		MS
[r/b= normal]

		EXER
[ r= null, 
 b=normal]

		EXER
[r/b= normal]

		RR
[r=null, b=normal]

		RR
[r/b= normal]

		NR
[ r= null, 
 b=normal]

		NR
[r/b=　normal]

		DNR
[r/b=　normal]



		A

		No Request 

Working/Active
 
Protection/Standby

		NR
[ r=null, 
 b=normal]

		((A)

		((A)

		(B

		(B

		(B

		(K

		N/A

		((A)

		N/A

		((A) 
or (Ea) 
or (Fb)

		((A)

		N/A



		B

		No Request 

Working/Standby 

Protection/Active

		NR
[r/b=normal] 

		(A

		(A

		((B)

		((B)

		((B)

		N/A

		N/A

		N/A

		N/A

		(A 
or(Ea)

		N/A

		(H



		C

		Lockout 

Working/Active

Protection/Standby

		LO
[ r= null, 
 b=normal]

		((C)

		O

		O

		O

		O

		O

		O

		O

		O

		O

		O

		O



		D

		Forced Switch 

Working/Standby 

Protection/Active

		FS
[r/b=normal]

		(A

		(A

		((D)

		O

		O

		O

		O

		O

		O

		O

		O

		O



		E

		Signal Fail (W) 

Working/Standby

Protection/Active

		SF
[r/b=normal]

		(A

		(A

		(B

		((E)

		O

		O

		O

		O

		O

		O

		O

		O



		F

		Signal Fail (P) 

Working/Active
 
Protection/Standby

		SF-P
[ r= null, 
 b=normal]

		(A

		((F)

		O

		O

		O

		O

		O

		O

		O

		O

		O

		O



		G

		Manual Switch
 
Working/Standby 

Protection/Active

		MS
[r/b=normal]

		(A

		(A

		(B

		(B

		((G)

		O

		O

		O

		O

		O

		O

		O



		H

		Do Not Revert 

Working/Standby 

Protection/Active

		DNR
 [r/b=normal]

		(A

		(A

		(B

		(B

		(B

		N/A

		(L

		N/A

		((H)

		O

		O

		((H)



		I

		Exercise 

Working/Active
 
Protection/Standby

		EXER
[ r=null, 
 b=normal]

		(A

		(A

		(B

		(B

		(B

		((I)

		N/A

		((I)

		N/A

		O

		N/A

		N/A



		J

		Exercise 

Working/Standby 

Protection/Active

		EXER
[r/b=normal]

		(A

		(A

		(B

		(B

		(B

		N/A

		((J)

		N/A

		((J)

		N/A

		O

		O



		K

		Reverse Request

Working/Active 

Protection/Standby

		RR
[r/b=null/normal]

		(A

		(A

		(B

		(B

		(B

		((K)

		N/A

		(A

		N/A

		(A

		N/A

		N/A



		L

		Reverse Request 

Working/Standby  

Protection/Active

		RR
[r/b=normal]

		(A

		(A

		(B

		(B

		(B

		N/A

		((L)

		N/A

		(H

		N/A

		N/A

		(H



		NOTE 1 – "N/A" means that the event is not expected to happen for the State. However if it does happen, the event should be ignored.

NOTE 2 – "O" means that the request shall be overruled by the existing condition because it has an equal or a lower priority.


NOTE 3 – "((X)" represents that the state is not changed and remains the same state.

a) If SF is reasserted. 

b) If SF-P is reasserted.





10.9
Changes to Annex A.5.1, Local requests


Modify Table A.9/G.8031/Y.1342 in Annex A.5.1 as follows:

		State

		Local request



		

		a

		b

		c

		d

		e

		f

		g

		h

		i

		j



		

		Lockout

		Forced switch

		Signal fail on working

		Working recovers
from SF

		Signal fail on protection

		Protection recovers 
from SF

		Manual switch

		Clear

		Exercise

		WTR timer expired



		A

		No Request 

Working/Active 

Protection/Standby

		(B

		(C

		(Da)

		N/A

		(E

		N/A

		(F

		O

		N/A

		N/A



		B

		Lockout 

Working/Active 

Protection/Standby

		O

		O

		O

		O

		O

		O

		O

		(A
or (Db)
(Ec)

		N/A

		N/A



		C

		Forced Switch 

Working/Standby 

Protection/Active

		(B

		O

		O

		O

		(E

		N/A

		O

		(A
or (Dc)

		N/A

		N/A



		D

		Signal Fail (W) 

Working/Standby 

Protection/Active

		(B

		(C

		N/A

		(G

		(E

		N/A

		O

		O

		N/A

		N/A



		E

		Signal Fail (P) 

Working/Active 

Protection/Standby

		(B

		O

		O

		O

		N/A

		(A

		O

		O

		N/A

		N/A



		F

		Manual Switch 

Working/Standby 

Protection/Active

		(B

		(C

		(D

		N/A

		(E

		N/A

		O

		(A

		N/A

		N/A



		G

		Wait to Restore 

Working/Standby 

Protection/Active

		(B

		(C

		(D

		N/A

		(E

		N/A

		(F

		(A

		N/A

		(A



		NOTE 1 – "N/A" means that the event is not expected to happen for the State. However if it does happen, the event should be ignored.

NOTE 2 – "O" means that the request shall be overruled by the existing condition because it has an equal or a lower priority. 


a)  It transits to the state D if the Signal Fail still exists after hold-off timer expires.


b)  If SF is reasserted.

c) If SF-P is reasserted.





10.10
Changes to Annex A.6, Local requests


Modify Table A.10/G.8031/Y.1342 in Annex A.6 as follows:

		State

		Local request



		

		a

		b

		c

		d

		e

		f

		g

		i

		j



		

		Lockout

		Forced switch

		SF on working

		Working recovers
from SF

		SF on protection

		Protection recovers
from SF

		Manual switch

		Clear

		Exercise



		A

		No Request 

Working/Active 

Protection/Standby

		(B

		(C

		(Da)

		N/A

		(E

		N/A

		(H

		O

		N/A



		B

		Lockout 

Working/Active 

Protection/Standby

		O

		O

		O

		O

		O

		O

		O

		(A
or (Db)
(Ec)

		N/A



		C

		Forced Switch 

Working/Standby 

Protection/Active

		(B

		O

		O

		O

		(E

		N/A

		O

		(I
or (Db)

		N/A



		D

		Signal Fail (W) 

Working/Standby
 
Protection/Active

		(B

		(C

		N/A

		(I

		(E

		N/A

		O

		O

		N/A



		E

		Signal Fail (P) 

Working/Active 

Protection/Standby

		(B

		O

		O

		O

		N/A

		(A

		O

		O

		N/A



		F

		Manual Switch 

Working/Standby 

Protection/Active

		(B

		(C

		(D

		N/A

		(E

		N/A

		O

		(I

		N/A



		G

		Do Not Revert 

Working/Standby 

Protection/Active

		(B

		(C

		(D

		N/A

		(E

		N/A

		(H

		O

		N/A



		NOTE 1 – "N/A" means that the event is not expected to happen for the State. However if it does happen, the event should be ignored.

NOTE 2 – "O" means that the request shall be overruled by the existing condition because it has an equal or a lower priority. 


a)  It transits to the state D if the Signal Fail still exists after hold-off timer expires.


b) If SF is reasserted.

c) If SF-P is reasserted.





11
Changes to Appendix I, Operation example of 1-phase APS protocol


11.1
Changes to Figure I.2 in Appendix I.2


Replace Figure I.2/G.8031/Y.1342 in Appendix I.2 as follows:
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Figure I.2/G.8031/Y.1342 – Protocol example (non-revertive mode)


11.2 
Changes to Figure I.3 in Appendix I.3

Replace Figure I.3/G.8031/Y.1342 in Appendix I.3 as follows:

[image: image25.emf]West East


SF(r/b= normal traffic signal)


NR(r/b= normal traffic signal)


Working transport entity 


(W>E) fails


Legends: 


NR: no request


r/b: requested signal/bridged signal


SF: signal failure


FS: forced switch


W->E: west to east direction


Local request FS 


is declared


FS state is entered


SF is declared


Selector and bridge


Select protection entity 


Detect far end request,


selector and bridge


select protection entity 


FS (r/b= normal traffic signal)


NR(r/b= normal traffic signal)


SF (r/b= normal traffic signal)


Local request Clear 


is declared


SF is reasserted


West East


SF(r/b= normal traffic signal)


NR(r/b= normal traffic signal)


Working transport entity 


(W>E) fails


Legends: 


NR: no request


r/b: requested signal/bridged signal


SF: signal failure


FS: forced switch


W->E: west to east direction


Local request FS 


is declared


FS state is entered


SF is declared


Selector and bridge


Select protection entity 


Detect far end request,


selector and bridge


select protection entity 


FS (r/b= normal traffic signal)


NR(r/b= normal traffic signal)


SF (r/b= normal traffic signal)


Local request Clear 


is declared


SF is reasserted






____________

		Contact:

		Kouji SATO
Mitsubishi Electric Corporation
Japan

		Tel: +81-467-41-2872
Fax: +81-467-41-2194
Email: Sato.Koji@db.MitsubishiElectric.co.jp



		Contact:

		Nevin R. Jones
LSI Corporation
USA

		Tel: +1 610 712 3962
Fax: +1 610 712 1311
Email: Nevin.Jones@lsi.com



		Attention: This is not a publication made available to the public, but an internal ITU-T Document intended only for use by the Member States of ITU, by ITU-T Sector Members and Associates, and their respective staff and collaborators in their ITU related work. It shall not be made available to, and used by, any other persons or entities without the prior written consent of ITU-T.







_1230445553.unknown



_1232265703.unknown



_1232279190.unknown



_1232341091.unknown



_1232341277.unknown



_1232279109.unknown



_1230714398.unknown



_1232264772.unknown



_1230445625.unknown



_1230444826.unknown



_1230445103.unknown



_1230444591.unknown




