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Mr. Abbas, 

IEEE 802.1 appreciates receiving your liaison LS-1917 regarding potential new recommendations or amendments to support Ethernet over OTN.  Having reviewed the liaison and heard the supporting presentations, we believe that the Provider Backbone Bridging (PBB) technology standardized as amendments to IEEE 802.1Q is the best overall fit for the requirements outlined for E-OTN.  A summary of how IEEE 802.1 sees PBB addressing these requirements follows:
1.  Transport all MEF (G.8011.x) services over OTN

· Including traffic engineered and best effort

· The OTN should support Ethernet Private Line, Ethernet Private Tree and Ethernet Private LAN services.

· The OTN should support Ethernet Virtual Private Line, Ethernet Virtual Private Tree and Ethernet Virtual private LAN services.

IEEE 802.1 believes that PBB (including PBB-TE for support of traffic engineered services) meets all of these requirements.  Each layer in a hierarchical PBBN is capable of supporting all MEF services.
2.  Transport all 802.1 service interfaces over OTN

· The OTN should support ‘transparent’, ‘port-based’, ‘individual’ and ‘bundled’ type services. 

· This includes Untagged LANs, Priority-C-Tagged LANs, C-Tagged LANs, Priority-S-Tagged LANs, S-Tagged LANs, S+C-Tagged LANs, I-Tagged LANs and S+I-Tagged LANs.

IEEE 802.1 believes that PBB meets all of these requirements.  Clauses 25 and 26 of 802.1Q specifically details support for transparent and port-based service interfaces, individual and bundled services using S-tagged and I-tagged service interfaces, and states that PBB Backbone Edge Bridges can support the individual and bundled service interfaces for C-tagged service interfaces that are specified in Clause 15.

As we know there have been proposals for developing a new VLAN tag as an option to PBB for E-OTN we would like to point out that PBB has a clear advantage when considering service support for Untagged LANs.  When using CFM (802.1ag / Y.1731) to monitor services, the possible presence of Untagged frames at a transparent or port-based service interface forces that service layer to share the same group of 8 MA_Levels with its client layer.  In an architecture that potentially allows Untagged frames to enter through a service interface at any layer, this can lead to a situation where all layers will need to share the same 8 MA_Levels.  PBB, because of the full MAC-in-MAC encapsulation, ensures an independent group of 8 MA_Levels is available at every layer of the architecture.
3.  Support the management of all above services simultaneously using a single forwarding function

· OTN with this forwarding function is E-OTN

· The E-OTN should support p2p, p2mp, rmp and mp2mp connections to support the E(V)PL, E(V)PT and E(V)PLAN services. 

· The E-OTN should manage (set up, modify, tear down, configure) these connections and their MEP and MIP functions under control of NMS and/or ASON/GMPLS.

IEEE 802.1 believes that PBB meets all of the requirements specified in these bullets.  All connection types and services are supported, and the CFM architecture is supported.  Managed objects and MIBs to support service creation, maintenance, and monitoring are all specified.  

Discussions on what is implied “a single forwarding function” have resulted in two possible interpretations:

1. The same mechanism is used to forward frames for all services at all network layers.  PBB certainly meets this requirement.

2. The same operations are performed whether a frame is forwarded within a layer or between layers.  This interpretation would seem to rule out any encapsulation when moving between layers.  Even VLAN encapsulation would be ruled out in a strict interpretation, although it has been argued that since 802.1Q specifies VLAN tagging/untagging in the same subclause as reading the VLAN Identifier from a tag already present in the frame, that these are the same “forwarding function”.  We would like to make the following observations if this is the view being taken:

·   It certainly is true today that nearly all VLAN implementations are capable of inserting, deleting, and interpreting VLAN tags at every port, though this was not always the case.  There are chip sets available that are capable of MAC-in-MAC encapsulation at every port, and it is likely that this trend with continue.

·  The presentation given by Maarten Vissers at the November IEEE 802.1 meeting in Dallas included considerations for both E-OTN and PTN.  One of the PTN requirements is for stackable VLAN tag, i.e. to be able to add a VLAN tag even if one of the same type is already present.  To the extent that this may be a consideration for E-OTN as well, note that this would require a change to the current VLAN standard such that the “forwarding function” at the edge of a network layer would no longer be the same as within the layer.

With regard to the forwarding function itself, the mechanism used by all bridges is to forward frames based on the combination of VID and MAC-DA.  With nested VLAN tags the customer address is the MAC-DA used to forward the frame at every layer of the network, however only the VID from the outer tag is used.  Since there can be no absolute assurance that one customer’s MAC address won’t conflict with another’s, this can lead to address conflicts where the MAC-DA/VID combinations are unique at some layers of the network but not at others.  The Broadband Forum has published recommendations using VLAN tag stacking in a way that has led to significant problems with address conflicts, and they have been forced to recommend MAC address translation at the network edge to resolve the problem.  These problems are mitigated on a p2p service, but not on mp2mp.  PBB avoids this problem with customer addresses because the MAC-in-MAC encapsulation prevents the customer address from being used for frame forwarding at every level.  (There are scenarios where redundant paths running through several peer PBB networks can lead to a similar address conflict with the backbone address.  At the backbone level there are more options for resolving the conflict, including adjusting the mapping of I-SIDs to B-VIDs.)

4.  Transport by using a unique edge-to-edge layer that is separated from the customer layer

· The solution should support all service types in a single layer network, keeping the different UNI interface presentations to the UNI-N ports, and outside the OTN NNI ports. 

· The solution should be able to accept customer frames in a peering mode (e.g., without further encapsulation)

· The solution should be able to accept customer frames in a client/server mode (e.g., with encapsulation).

IEEE 802.1 believes that PBB meets all of these requirements.  All service types are supported in a single Provider Backbone Bridged Network (PBBN).  .A PBBN can accept frames in a peering mode through either an S-tagged or I-tagged NNI, and/or in a client/server mode where MAC-in-MAC encapsulation of customer frames occurs.  
Having responded in detail, some further remarks are necessary.  There are a great many assumptions, and a great deal of background knowledge, buried in phrases such as “a unique edge-to-edge layer that is separated from the customer layer” that 802.1 and Q9/15 do not necessarily share, and which cannot be resolved in a simple liaison letter.  There are subtleties in the MAC service that have caused a great deal of trouble for organizations, such as the Broadband Forum, who have tried to add a circuit-identifier tag to Ethernet frames.  While 802.1 believes PBB is the best overall fit for the above requirements as we understand them, PBB may not be the optimal solution in every case of interest, and there are examples where improvement is necessary to meet its expressed goals.  In short, is it a decidedly difficult exercise to reconcile the Ethernet MAC service with circuit switching technology.
With the Y.1731 and 802.1ag standards, ITU-T SG15 and IEEE 802.1 proved that we can cooperate in this reconciliation to produce standards that are useful to a wide community, gaining the advantages of both worlds, without compromising the essential elements of either.  We look forward to continuing this dialog, perhaps with further cooperative projects.

