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Bursts: Creation, impact and shaping
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Bursts and impact on latency
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3 Summary and examples on how to deal 
with bursts

2 Experiment: Burst impact on CBR stream

1.1 Bursty sources

1 How may bursts occur in TSN?

1.2 Multiplexing chains

1.3 Other causes?
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Background: Burst discussion on January 802.1 meeting

§ How may bursts occur in e.g. a fronthaul network?
§ How may bursts impact the delay of traffic streams?
§ Do we have an example on how the scheduler of a typical bridge 

may behave in real life?
§ How deterministic are the scheduling of the packets? 
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Self queuing 
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§ Self queuing in 802.1CM
§ Lower figure shows non-guaranteed order among ports
§ Experiment: How are packets scheduled in a bridge?

§ What is the Frame Delay Variation (FDV)?

Time-Sensitive Networking for Fronthaul P802.1CM/D0.6
February 18, 2017
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Annex B (informative)

Examples

B.1 Self-queuing delay

The delay of a frame due to other frames belonging to the same traffic class is referred to as self-queuing
delay (tSelfQueuing) in this document (see also item g) in subclause 6.1). The self-queuing delay is discussed
in this subclause via a generic example, which is also illustrated in the figures. Frames b, e, and h are
received at Port 1, frames c and f are received at Port 2, and frames a, d, g, and i are received at Port 3 of
Bridges 282 and 373. All frames are transmitted by Port 4. Each flow is a Constant Bit Rate (CBR) flow
with the same data transmission period, which is 1 s. The payload of each frame of each flow is 1500 octets.
Frames i and g belong to the same flow, i.e., the given flow includes two frames in a period. All the rest of
the flows include a single frame in one period. The data rate of each Port is the same, i.e., 10 Gbps. The
frames arrive in a burst at each ingress Port and the bursts arrive at more-or-less the same time. Bridges 282
and 373 receive the frames in alphabetical order. The transmission order depends on bridge implementation
and racing situations among frames as discussed in the following. We observe frame h.

If there were no frames arriving either at Port 2 or at Port 3, then frame h would be transmitted with no self-
queuing delay, i.e., frames b and e do not cause self-queuing delay for frame h because frames b and e are
transmitted before frame h is received.

A Bridge implementation is likely to aim for fairness within a traffic class, e.g., a Bridge implementation can
assure that the frames destined to the same egress Port are transmitted in the reception order. Bridge 282
provides that assurance, therefore, the example frames are transmitted in alphabetical order as illustrated in
Figure B-1. Five frames can then cause self-queuing delay for frame h in the worst-case. Both frames that
are received at Port 2, i.e., frames c and f can be transmitted before frame h. Furthermore, all frames
received at Port 3 before frame h, i.e., frames a, d, and g can be also transmitted before frame h. 

The order of transmission for frames received at the same port is specified by IEEE Std 802.1Q (see
subclause 8.6.6). However, IEEE Std 802.1Q does not specify the order of transmission for frames received

Figure B-1—Self-queuing in case of assured time order among Ports
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Figure B-2—Self-queuing in case of non-guaranteed order among Ports
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How bursts may be created: Examples

§ Bursty source
§ CBR sources being multiplexed
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How bursts may be created: E.g. multiplexing chain

§ Burst first created by multiplexing CBR traffic sources
§ Burst is then multiplexed with a CBR source (or multiplex of 

these), CBR sources may have different rates
§ Results in an extended burst 
§ Target of experiment: Find the latency impact on the CBR stream 

multiplexed with a bursty stream
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What is the resulting PDV on the CBR stream?
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Experimental setup: Self-queuing

§ The experiment is only one example of performance and bridge 
behavior
§ Performance depends on scheduler implementation

§ Performance is likely to vary between different type of bridges
§ Typical 1U Ethernet bridge from well known bridge vendor

§ 48 x GE interfaces and 4 X 10GBE interfaces
§ Experimental setup 

§ Two GE streams multiplexed into one GE output stream
§ Measure PDV on CBR GE stream for characterization of how 

deterministic the scheduler behaves

14. March 2017Page 7

1

2

3

GE

GE

GE



TRANSPACKET

Experiment: Measure impact on CBR stream (stream 1)

§ How does the burst impact the FDV of the CBR stream? 
§ 1400 Byte of data in all packets (+ 22 byte overhead)
§ Two streams at approx. 49 % load each
§ Stream 1: CBR stream, 1500 Byte gap between frames
§ Stream 2: CBR burst 

§ Varying number of frames in burst “b” 
§ Gap between frames in burst (IFG) = 12 Byte
§ Gap between bursts (IBG) = b X 1500 Byte. 
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Experimental results b = 2: Deterministic scheduling
§ Frame duration 12 us
§ Measured Frame Delay Variation (FDV) = 13 us
§ FDV corresponds to single frame from burst (stream 2) 

multiplexed in between CBR frames (stream 1)
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Experimental results b = 6: Non-deterministic scheduling
§ Frame duration 12 us
§ Measured Frame Delay Variation (FDV) = 50 us ( > 4 X 12 us) 
§ FDV value corresponds to four frames from burst sometimes

multiplexed in between CBR frames 
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Experimental results b = 12
§ Frame duration 12 us
§ Measured Frame Delay Variation (FDV) = 80 us
§ FDV value corresponds to six frames from burst sometimes 

multiplexed in between CBR frames
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Summary of experimental results

§ The results from the experiment should be seen as only one 
example of performance and behavior of a bridge
§ Results depend on scheduler implementation

§ Order of frames within each stream is maintained
§ Order among ports being served when a bursty stream is 

multiplexed with a CBR stream is not always deterministic 
§ Bursty stream creates non-deterministic FDV on CBR stream

§ FDV impact on CBR stream increases with burst length
§ Creates non-deterministic latency characteristics
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Do we need to cope with bursty streams?
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How to handle bursts - Examples

§ Implement (and specify?) schedulers in bridges that serve ports in a 
deterministic way
§ Specification of FDV behavior may be required
§ Maintaining gaps in streams when aggregating streams minimizes FDV

§ Shaper mechanisms in one or more bridges along a path smoothing 
out bursts, inserting gaps

§ Minimize chains of multiplexers 
§ Minimize burst lengths from sources 
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Is there a need for new mechanisms and/or 
specifications?
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Deterministic scheduler for aggregation of packets
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Aggregated stream with gaps preserved

Aggregated traffic with gaps preserved

§ Figure illustrates time-slot based scheduler for aggregation of 
packets
§ Sum of bitrate of aggregated streams < bitrate of aggregated stream
§ E.g. 10GE multiplexing into 100GE

§ Ports are served in time-slots and round-robin 
§ 802.1Qbv type of scheduler
§ Long bursts entering a port will be chopped in smaller pieces

§ Packet gaps in stream preserved for minimizing FDV 
§ Accurate reconstruction of stream after de-aggregation possible
§ Gaps in the streams are stored in the buffer together with packets

Sampling period


