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Byzantine Fault-Tolerance

TlTech

(3k+1) clocks are necessary to tolerate the Byzantine Failure of k clocks (e.g., k=2 - 7 clocks)

- Ultrahigh reliable systems require a system failure rate to be in the
order of 10 failures/h or lower.

* Only a distributed fault-tolerant computer system with well-defined
fault-containment units (FCUs) achieves the ultrahigh reliability
requirement.

«  FCUs may fail in a Byzantine failure mode and the distributed
computer system must be designed to mitigate this failure mode.

* In order to tolerate k Byzantine failures n=3k+1 nodes are
needed.

* The concept to Byzantine fault tolerance has been introduced in:
Lamport, L., Shostak, R., Pease, M. (1982). The Byzantine
Generals Problem. Comm. ACM TOPLAS. Vol. 4 (3). (pp.382-
401).
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Fault-Tolerant Clock
Synchronization

and thoughts on its use for
“Improved Grandmaster Changeover
Time” in IEEE 802.1ASbt
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Senior Research Engineer
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https://www.ieee802.orqg/1/files/public/docs2012/new-avb-
wsteiner-fault-tolerant-clock-synchronization-0112-v01.pdf
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Byzantine Fault-Tolerance (cont.)

Situation: '
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Byzantine Fault-Tolerance (cont.)

Situation: '
What is the color of the house?

Static Situation —one Truth

Situation:

What is the color of the ball ? ‘

Dynamic Situation — >one Truth
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Byzantine Fault-Tolerance (cont.)

A distributed system that measures

the temperature of a vessel shall raise
an alarm when the temperature HOT
exceeds a certain threshold. S U
The system shall tolerate the arbitrary 3
failure of one node. g COLD
How many nodes are required? £
How many messages are required? - >
Time
In_ general, three nodes are
N1 insufficient to tolerate the arbitrary

Faulty failure of a single node.
The two correct nodes are not always

HOT COLD
able to agree on a value.
N;: HgT m; 38? A decent body of scientific literature
: T : . .
N3 COLD H'\gT HOT ,C?')ED N3: COLD exists that address this problem of
SHoT COLD Scon dependable systems, in particular

dependable communication.
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Byzantine Fault-Tolerance (cont.)

A distributed system in which all
nodes are equipped with local clocks, —

Fast Clock
all clocks shall become and remain /

synchronized.

Message Exchange ’

Computer Time

The system shall tolerate the arbitrary

Message Exchange

failure of one node., &
How many nodes are required? ;
How many messages are required? Siow Clock |— ‘ .
nt Rint ‘ Real Time
N1 In_ general, three nodes are
Faulty insufficient to tolerate the arbitrary
failure of a single node.
00:01 00:04
The two correct nodes are not always
m;: 88:81 N1: 00:04 able to bring their clocks into close
: 00: . N2: 00:01
N3: 00:04 O(I;I_(Z)l 00:01 > 03!34 N3: 00:04 agreement.
m========= | VUV <0004 : ========== A decent body of scientific literature
- 00:01 : - 00:04 . .
exists that address this problem of
fault-tolerant clock synchronization.
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SAE AS6802": Current State-of-the-Art in
Fault-Tolerant (Clock) Synchronization Protocols for Avionics

First mission in 2014, last mission in 2022, next mission in 2024 (first crewed flight)

A B C

CUBESATS DEPLOY
ICPS deploys 10
CubeSats total

ARTEMIS |

The First Uncrewed Integrated Flight Test of NASA’s
Orion Spacecraft and Space Launch System Rocket

@ LAUNCH (1 [ ]
SLS and Orion lift off MANEUVE
from pad 39B at
Kennedy Space Center.

Leave DRO and start
105.5 miles from return to Earth.
@ EARTH ORBIT the Moon; targets DRO insertion.
Systems check with solar
JETTISON ROCK panel adjustments. moon at TLI. @ LUNAR ORBIT INSERTION
ERS AIRIN Enter Distant
TBOUND TF Retrograde Orbit.
RRECTION
As necessary adjust trajectory @ DISTANT RETROGRADE ORBIT
for lunar flyby to Distant Perform a half revolution
Retrograde Orbit (DRO). (6 day duration) in the orbit 43,730
miles from the surface of the Moon.

RPF burn prep and return
coast to Earth initiated. Closest

10N (TLI) BURN
Maneuver lasts for
NGINE CUT OFF approximately 20 minutes.

3INE CUT O Return Trajectory Correction
With separation.

burns as necessary to
aim for Earth’s atmosphere:

") Standard-relevant patent families: EP2297885, EP2297886

approach in middle of burn, 81 miles.

ARTEMIS

MISSION DURATIONS
Total: 25 days, 10 hrs
Outbound Transit: 9 days 13 hrs
DRO Sta days 0 hrs
Return Transit: 9 days 19 hrs

16
Enter Earth's atmosphere.

17 A
Pacific Ocean landing within view
of the U.S. Navy recovery ship.

TSN Time Synchronization
NASA’s Use Cases and Needs
Presented by Rob Donnelly
<robert.donnelly@jpl.nasa.gov>

For IEEE P802.1DP / SAE AS6675 Ad Hoc
May 24-26, 2022

Jet Propulsion Laboratory
California Institute of Technology

ined not to contain

https://www.ieee802.org/1/files/public/docs2022/dp-

donnelly-NASA-needs-0522-v00.pdf
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SAE AS6802 standardizes

Fault-Tolerant Startup and Restart Protocol
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Synchronization Masters (SM) and
Compression Masters (CM) interaction
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Startup w/ faulty Switch and Faulty End Station

Computer Time

; /
(2]
c
a
ey
[E}
— i
D /V
(=2
[
1%}
%]
[}
=
[}
j=2)
c
[
=
[S}
<
]
S L
I
[}
14l
()
=
Slow Clock
r }
Real Time

R.int

R.int

Clock

TITech

Fault-Tolerant Clock Synchronization Protocol

20 T T
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SAE AS6802 does not standardize

how to design devices to a sufficient quality level, e.g., Commander/Monitor (COM/MON) Structures

COM

||
——

MON

listen_in

listen_out

intercept

Core COM/MON Assumptions:

COM and MON fail independently

RS232/
SPI MDIO JTAG 422/485

TTE-Switch

-Switcl
Controller ontroller “
thernet Ports

W Ports “TT6802-1-SW”

6xRMGII/RMII + 12xRMII

MON can intercept a faulty message produced by the COM

COM cannot produce a valid message such that this message
appears as two different messages on listen_out and OUT; though it
may be valid on listen_out but detectable faulty on OUT or vice versa
MON cannot itself generate a faulty message, neither by inverting
listen_out to an output, nor by toggling the intercept signal

TITech
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Formal Verification of SAE AS6802 Protocols

Formal Verification (model-checking or theorem proving) is state-of-the-art for ultrahigh reliable systems.

Algorithm
Specification

oG

Failure
Specification

2
T

Properties /
Abstraction
Specification

5

Modify

SAL Model
nodesidindex]: MODULE =
BEGIN

INPUT

membership_in' ARRAY index
OF BOOLEAN,
classification_in: CLASSES.
sender_in index

OUTPUT

membership_out: ARRAY index
OF BOOLEAN
classification_out ARRAY index
OF CLASSES

LOCAL
asymametry_momb ARRAY
index OF BOOLEAN,
asymmetry_clas: ARRAY index
OF BOOLEAN

INITIALIZATION
(FORALL (index)

membership_outfi] =
{FORALL {iindex)
classification_out] = accept).

TRANSITION
" id=faulty

membarship_ouf=([index] IF
asymmelry_mambfj THEN
FALSE ELSE TRUE ENDIF].

classification_our= [[jindex] IF
asymmetry_clas{]] THEN reject
ELSE flagged ENDIF]

1
END:

ﬁ

Model Checker

ok(?)

no,
because...

Formal Verification w/ Model Checking

TTFEthernet Synchronization Ft

Counter Example

asymmalry_memb{1](2] = false
asymmelry_memb{1]3) = false.
‘asymmelry_meme{1]4] = false
asymmelry_momb{1]5]
asymmelry_memb{2][1] = false.

asymmetry_memb(2)2] = false.
asymmolry_momb{2]3) = false.
asymmelry_memb{2]4] = false.
asymmetry_memb(2)[5) = faise:
asymmelry_memb{3][1] = rue

asymmelry_memb{3)2] = false.
asymmetry_memg(3)3) = false
asymmelry_memb{3)4) = false
asymmelry_memb{3]5] = rue

Automated Formal Verification of the
TTEthernet Synchronization Quality

Wilfried Steiner' and Bruno Dutertre?

! TTTech Computertechnik AG, Chip IP Design
1040 Vienna, Austria
vilfried.steinerétttech.con
? SRI International, Compute
Menlo Park, CA 9402
bruno@csl.sri.com
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1 Introduction

Distributed real-time systems are omnipresent in our daily lives and are becom-

NASA/TM-2011-217193

Produced by a Formal Verification

Radu I Siminiceanu
National Institute of Aerospace, Hampton, Virginia

Paul S. Miner and Suzette Person
Langley Research Center, Hampton, Virginia

A Methodology for Evaluating Artifacts

Process
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Formal Methods
for Industrial
Critical Systems

Urheberrachtlich geschitztes Moterial
Mihaela Bobaru

Klaus Havelund

Gerard J. Holzmann

Rajeev Joshi (Eds.)

LNCS 5825

NASA
Formal Methods

Third International Symposium, NFM 2011
Pasadena, CA, USA, April 2011
Proceedings

LNCS 6617

References on SAE AS6802
Formal Verification
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Conclusions
Let’s not re-invent the wheel but build on proven solutions.

- Byzantine fault tolerance is state-of-the-art in ultra-high reliable systems.

«  SAE AS6802 (Time-Triggered Ethernet) tolerates Byzantine faults and is the state-of-the-art in fault-tolerant
(clock) synchronization for ultra-high reliable systems such as avionics.

It is state-of-the-art to use formal methods like model checking and theorem proving to verify protocol
correctness. All SAE AS6802 protocols have been formally verified.

«  SAE AS6802 has been standardized in 2011 and concluded a revision in 2023. It has been proven in use
for ultra-high reliable systems.

*  Proposal 1: work towards using SAE AS6802 synchronization protocols as default FTM.
* Maybe prepare an SAE AS6802 ,Appendix D* for ,Time-Triggered Ethernet Realization on IEEE802.1
(TSN)“ (today Appendix B is for IEEE 802.3 and Appendix C is for ARINC 664-p7).
* Proposal 2: let’s define a ,slimmed-down*® version of gPTP to simplify a chip-only implementation.
- E.g., make peer-delay-measurements and clock rate measurements optional.
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