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Abstract

The 1996 IAPP draft proposal (documents 61086.doc or 92078S-IAPP-1v0-from-1996.doc) has deficiencies and inadequacies in the implementation of an Inter-Access-Point-Protocol.  This submission outlines the issues and provides recommended modifications to IAPP.  This submission includes support for networks that require a peer to peer IAPP handover, as well as for networks that employ a master AP to aid in control of the handover mechanism.  The later approach may be beneficial when paired with centralized security management or other enhancements under consideration within 802.11.
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1 Overview

In the 802.11 standard, the logical model for the distribution system shows the 802.x portal as a device separate from an Access Point.  The 802.11 distribution system model, derived from clause 5.2.4 of the 1999 standard, is illustrated here.
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Figure 1‑1
· Since the 802.11 standard was adopted, a large number of manufacturers have developed and marketed Access Points.  The majority of these products are constructed as bridges, with the logical portal function contained within each AP, and the logical distribution system function is implemented over a standard 802 LAN.  Such a LAN can be relatively simple, e.g. including AP’s within a single collision domain (on the same segment).  Distribution LANs can also be very complex.





Figure 1‑2
· There is no limit to the complexity of an 802.x LAN being used as the distribution system.  It may contain many bridges and switches within an enterprise or campus environment.




Figure 1‑3
Regardless of the model used to represent the network, an IAPP must meet specific requirements. 

2 Reasons for enhancement

· A station must have one and only one association

· Seamless operation, as if station were wired

· Scalability to complex networks

· Coordinated control of the Distribution System

· Must work 802.11 compliant stations

· Independent of  higher level protocols

The Inter-Access Point Protocol needs to provide an environment that accommodates the movement of stations’ point of association to the Distribution System.  A station assumes that when it roams that it can forget the old association.  From the station’s point of view, the current association is only one that is valid.

The new AP is responsible for correcting the outbound path through the Distribution System (DS) after a station reassociates.  Under error conditions this may not be happen.  If a portion of the old outbound path remains, it may be uncertain which path in a complicated Distribution System is used to send a frame to the station.  A combination of error prevention and error recovery is required to prevent long-term path loss to the station.

When a station roams, it must never duplicate a data frame in the DS and, if possible, data frames should not be dropped.  Without assistance from the IAPP, stations will not be able to prevent the dropping of data frames when roaming.

Finally, the IAPP should provide a means to view the Distribution System as a single entity, regardless of its physical manifestation.  Centralized configuration, management, diagnostic and status information should be available for all devices participating in the DS.  IAPP should allow management and configuration to be extended from the DS to stations, overcoming the problem where the station does not support SNMP 

2.1 A station must have at least one association

· AP drops association after TX error, leaving station unassociated

· A delayed or retried handover DS leaves a station unassociated

· Detecting obsolete handovers

· IAPP must be independent of the data being transported

When a station roams from one Access Point to another, the Distribution System needs to adjust its operation such that traffic for the station reaches the new AP.  If the handover from the old AP to the new AP fails in certain ways, the DS may accidentally lose all paths to the station.  If the station is not actively notified of the path loss, it may remain in a quiet state waiting for traffic.  It is often mistakenly assumed that a station will generate traffic, which will quickly correct the situation, but this isn’t necessarily true.

If a client-server transaction is taken as an example, the TCP exchange sequence may appear as follows:
















Figure 2‑1
If the AP that the station is associated with drops the association between the host’s ACK, but before the host’s response, the station will wait for a transaction response without making another transmission.  The host’s TCP session will time out because of no response, but the station’s TCP stack is expecting no activity and never discovers the path loss.

Because of this and similar scenarios, it is critical that an AP is absolutely certain that it only drops an association when the station has (or will) create a new association.

2.2 AP drops association after error, leaving station unassociated

· The station doesn’t respond to a frame from the AP

· The AP discards the association without positive confirmation from the station

· No AP ends up associated

· An idle station is unaware of the loss of connectivity

A frame sent from an AP to a station may be lost to a transient out-of-range condition.  If this occurs when the AP is attempting to disassociate or while validating an association, the AP may drop the association and the station may assume that the association still exists.  This condition will only be corrected when the station attempts to transmit to the AP via the association.

A correction for this is for the AP to persist in attempting delivery until it is certain that a non-responsive station has (or will) reassociate to the Distribution System.  The only reasonable method to “persist” in frame delivery is to assert the flag in the TIM indicating that the AP has undelivered traffic for the station.  Exactly how long is “long enough” for the TIM flag to remain set is vague in the 802.11 standard.  The amount of time is as long as the listen interval plus one or more beacon intervals.  After the station has had an opportunity to awaken to inspect the TIM, then miss a few beacons and panic (causing a reassociation) is the shortest persistence interval.

An additional complication in the 802.11 standard appears in clause 11.2.1.8 “STAs operating in Active mode”.  The clause says that active stations do not need to interpret the TIM.  Even if not specifically required by the standard, an active station that is capable of power saving mode must always interpret TIMs for proper operation.  There is always a chance that the station has moved from the PS to the Active State, but the AP is unaware of the transition and is using the TIM.  For stations that never use PS mode, proper operation must not require the TIM to be honored.  This leaves the haphazard technique of actively retransmitting a frame, which provides no guarantees.

If the TIM was used consistently by all stations, regardless of power state, the AP would be able to persist in delivery of a frame.  If the frame could not be delivered, the AP could safely discard the association.

2.3 A delayed or retried handover leaves a station unassociated

· A handover is delayed or retried in the DS and is successful, but obsolete

· No AP ends up associated

· An idle station is unaware of the loss of connectivity

· IAPP should work with unenhanced 802.11 stations

A distribution system during normal operation may contribute to delaying a handover.  The IAPP must compensate for handover races because they are normal events.  Consider a 10Mbps and a 100Mbps path through the network.  Some media have even larger differences in transmission speeds.  Also the load on the segments being traversed, and competing prioritized traffic contribute to delaying a handover message.  If frames can be prioritized, handovers used by the IAPP should have a relatively high transmission priority.

When a station roams twice in a short period of time (AP1 to AP2 to AP1), there is a possibility that AP2’s handover message will be delayed in the DS.  This won’t happen often, but when it does, both APs will think that the other AP now has the current association.  The intervening wired network forwarding would also be confused.  Higher level protocols may take minutes to recover.

A retried handover causes exactly the same potential for failure.  Instead of the error being caused by the network, the error is caused by the handover protocol.  Handover retries can cause the apparent delay of a handover request within an AP.  IAPP must be designed not to aggravate handover errors when generating handover retries.















Figure 2‑2
The error in the distribution system occurs when handover number two is delayed in the arbitrary network.  When handover 2 finally passes through the switch, it does so after handover 3. Handover 2 has caused AP1 to disassociate the station, and handover 3 has caused AP2 to disassociate.  Because of latency in the transmission of handover 2, there is no AP that will transmit data to the station.  If the station is not made aware of the disassociation from AP1, it may sit quietly without receiving any host traffic.  Even if the AP1 could detect and ignore the old handover, the switch still needs to be corrected.  Since handover 2 passed through the switch last, the switch blocks traffic from the host to LAN A.

One method of minimizing this problem would be for the stations to roam less often than the longest time for a handover to traverse the network.  But, since this behavior is not defined by the 802.11 standard, the IAPP can not depend on it.  The IAPP must defend itself against properly implemented stations, even if they are ill mannered.
2.4 Obsolete handovers

· Obsolete handovers can destroy the path to a station for ten minutes

· Obsolete handovers must be detected and corrected by repeating a good handover

· Handover races can be suspected by knowing the age of the handover

· Handover races can be known by using a sequence number

When an obsolete (delayed or retried) handover traverses a backward learning switch, the switch will maintain the new path for a significant interval.  For many commercially available switches, this interval is ten minutes by default.  During this time, traffic to the station will be blocked unless the station sends additional traffic that causes the switch to backward learn the correct path.  The IAPP cannot assume that higher layer protocols operating on wireless stations will generate traffic after the roaming handshake is completed.

Handover Age

· Determines if the received handover request could be a result of a race through the DS

· AP can attempt to determine if station is still associated
To recover from an obsolete handover, it has to be detected.  The APs could record the time of last handover transmission for each station.  When the old AP received a handover request, it would determine the interval since it sent its last handover.  If this period was longer than a handover might be delayed in the DS (e.g., five seconds), the old AP can perform the disassociation locally without transmitting the disassociation request.  The age of the last transmitted handover can be determined independently by the AP using any available timebase.  It does not need to be coordinated with the other APs.

If the old AP receives a handover request in a period of time less than the potential network delay, the handover must be considered a potential victim of a race condition.  The old AP might respond with a handover response to the new AP, but then verify that the station is truly not associated locally.

A possible method for doing this would be to transmit a null frame to the station.  If the station responds with CTS or ACK, the “old” AP needs to generate a handover request declaring a handover in the other direction, with the “new” AP as old.  A simpler method would be for the old AP to send a disassociation to the station under these conditions, but that might cause an unstable condition where the station repeatedly roams between two APs.

Implicit Handover Sequencing

· Derived from association request’s MAC sequence number

· Avoids transmitting to verify association

· 12-bit at risk of wrapping in five seconds

· Used with handover age to minimize danger of wrapping

The problem with using the age of the current association’s handover is that it only indicates that an obsolete handover may have occurred.  The old AP must test its association with the station to determine that it doesn’t exist.  This is a negative-type test where failure to communicate means the handover was correct.  Ideally, the AP wants to know immediately and positively that the handover is newer or older than the association it has recorded.

Including a sequence number in the handover request can help the old AP determine if the handover is for a newer association.  To be valid, the sequence number must come from the station itself.  The sequence number determines the most recent handover more reliably and accurately than a distributed network clock or timestamp.  If the latest 12-bit sequence number from a station’s 802.11 MAC header was included in all handover requests, it could be used to identify the newest handover.  In addition to avoiding the negative test described above, the sequence number allows the AP to respond immediately with a corrective handover instead of a handover response.

The sequence number still needs to be used in conjunction with the handover age.  Otherwise a station that has sent more than 2047 frames since the last association, or has restarted the sequence because of a reset event will not reassociate properly.  With the handover age, the limitation is that the station must not transmit more than 2047 frames during the maximum handover delay.

Explicit Handover Sequencing

· Station includes association sequence number as an optional element in association request

· A special purpose association number won’t be Resetting or wrapping quickly

· This will require stations (and the 802.11 standard) to change

Implicit sequencing using the MAC sequence number to detect delayed handovers assumes that the station always increments (and does not reset) the sequence number when reassociating.  It also assumes that the sequence number will not increment more than 2047 times before the handover age reaches five seconds. Unfortunately, a 12-bit sequence number wraps very quickly when it increments in every transmitted management and data frame.  With PHY speeds that threaten to exceed 100Mbps in the near future, a number that increments more slowly is needed.

A solution is to place an information element into reassociation frames that contain the current “Path ID”.  While this requires a change to the 802.11 station specification, the reliability benefits outweigh added complexity.  The Path ID would be a sixteen-bit number that was incremented every time the station sent a reassociation to a new AP.  Because this number is incremented slower than the MAC header sequence number, it can be used reliably to determine the latest association.

The handover age should still be used so that the sequence number can be ignored when there is no possibility that a handover was delayed too long.  This helps when a station is reset and starts with reassociation #1 after having used #2 in a previous life.  In addition, the sequence number that is placed in the reassociation element should be supplied from above the MAC with the reassociation parameters.  This allows the sequence number to be less prone to reset by power management functionality.

Commonly used OS’s are known to reset NICs routinely to recover from actual or phantom communications difficulties (in particular, Windows is like the old far side cartoon of the horse hospital where all of the doctors carried rifles as the primary treatment option). It may be advisable to reserve a path ID value for the initial association upon reset (e.g. 0).
3 A station may not have multiple associations

· Station indicates no, or wrong old AP in reassociation, leaving multiple associations

· Handovers are lost in the DS, leaving multiple associations

· Multiple APs with associations indicates that the path through the DS may be corrupt

A station can’t reliably determine where the Distribution System is maintaining a previous association.  If the DS trusts the station to supply the correct address of the old AP, it may not be able to create a valid handover.  If the new AP grants the association prior to receiving a handoff response, it is intentionally creating a second association before the old AP has deleted the previous association.  Two or more APs with simultaneous associations indicate that there may be old (now incorrect) backward learned routes in the DS.

It isn’t reasonable to force an IAPP to completely avoid multiple associations with a station.  A disassociate-before-reassociate strategy can cause unnecessary delays in traffic for a roaming station.  Instead, the life of old associations must be limited, and the station’s path through the DS must be corrected quickly.

3.1 Station indicates no, or wrong old AP in reassociation

· A station may be wrong about the old AP address, despite best efforts

· An incorrect old AP address may cause the DS to fail the unicast handover procedure

The original IAPP proposal assumes that the station can supply the AP address of the previous association.  It uses the old AP’s address to send a unicast handover request to it.  There are two cases where this will not work.

1) The station has failed to complete the previous reassociation process.

2) The station has lost power because of a PCMCIA power-down or similar event and sends an association instead of a reassociation.

In the first case, the station may assume that it did or did not complete the previous reassociation.  The station may select the wrong AP regardless of which choice it makes.  Only the Distribution System can reliably determine the previous AP.

In the second case, the station sends an association instead of a reassociation (no old AP), and can be considered a sub-case of when a reassociation indicates the wrong old AP. The station has no idea where it was previously associated.  If the new AP trusts that the station has never been previously associated, at best it can send a broadcast handover request.  It will not expect a response because there is supposedly no old AP to respond.

This example helps illustrate how the path to the station is corrupted when the station can’t identify the old AP.

In this example, the station first associated with AP2.  The station attempts to roam to AP1. When AP1 receives the reassociation request, it will generate a handover request to AP2.  












Figure 3‑1
This causes the intervening switches to learn that the station is on LAN A.  Due to an error, the station does not receive a response to the association request, and it roams to AP3.  AP3 sends a handover to AP2, which is the old AP, as indicated by the station.  Neither Switch A, nor AP1 sees the unicast handover from AP2 to AP3.  Traffic from the host to the station will be blocked by switch A until the station sends traffic with the host as the destination, or the backward-learned route in the switch’s bridge exceeds the default ten-minute timeout.  A similar failure example can be configured where the station claims that it succeeded in roaming to AP1 even though the reassociation response from AP1 was not seen.

A handover request with a unicast destination address helps ensure that it is routed to an old AP, even if multicast/broadcast frames are blocked.  However, if the station incorrectly indicates the old AP address, the handover will fail.  A multicast/broadcast handover might avoid this problem, but only if the network switches were configured to pass non-unicast traffic.  Some installations are configured to segment broadcast traffic, thus preventing the usage of broadcast handovers.

3.2 Handovers are missed leaving multiple associations

· A handover request repeatedly fails to traverse a switch with a learned route to the station

· The switch blocks traffic to the station because it hasn’t learned the new path

· Handover retries can’t occur indefinitely

If the new AP grants a reassociation and the handover request fails to reach the old AP, there are two APs that think they have an association with a station.  This type of failure can occur during multiple times leaving multiple APs thinking they have an association.  Only the newest AP is correct.  Other AP associations represent potential dangling DS paths to the station.

Each time the station generates DS bound traffic, or the newest AP generates handover retries, the routes may be corrected by backward learning.  If the new AP tires of sending handover retries and the station does not generate DS bound traffic, the station’s session partners may continue to communicate with the station via a dangling DS route.  The station-bound traffic will reach an old AP, but fail to reach the station.

3.3 Handover with a multicast frame

· Old AP volunteers its identity

· Master can propagate the multicast handover across blocking routers

A unicast handover might follow a path through the DS that the actual old AP can’t see.  The old AP will have to attempt to detect the missed handover and perform some corrective action.

In a Distribution System with cooperating APs, broadcast/multicast announce frames are successfully traversing the network to all APs.  A multicast handover will work among cooperating APs, as evidenced by the announce frames.  With a multicast handover, there is no need to know the old APs MAC address.

The simplest solution to not being able to trust the station for the old AP address is to send a multicast handover request.  If the path to the old AP doesn’t block multicast, the old AP will receive the frame and respond.  If there should have been events that have left multiple APs associated, all the old APs will be corrected.

If routers block multicast frames from other segments in the distribution system, the master AP in a segment can tunnel handover requests to masters across the blocking routers.  The other masters could convert the handover request into multicast and send it on their segment.

3.4 Handover via master AP

· The master AP is always notified of new associations; it is the authority on stations’ point of attachment

· An AP that notifies the master AP of a new association learns where the handover should be sent

· Station information can be forwarded to the new AP from the centralized location

· An old AP can consult the master AP to determine if it missed a handover

· The master can be queried by users for attachment information via SNMP

If the DS is configured with a master AP, the master AP can be the authority regarding the most recent association owned by a station.  The station no longer needs to be trusted to provide correct information about the old AP for a handover to be successful.  The new AP registers the association with the master, and requests that the master return which AP needs to receive the handover.  

When a master AP responds with a unicast response to the “new” AP with the location of the old AP, it has the opportunity to forward special information about the station that just roamed. The information would be returned as optional elements already defined by the original IAPP.  The central handover location can make it easier to forward the station’s negotiated and static session parameters (Filtering, QoS, Security, etc.), implement diagnostic and accounting functionality.

Centralized handovers via the master AP master provides a well-known location in the DS for any AP can make a query on the location of a station.  This can help in the quick recovery from dropped handovers.  Another important effect of centralized handovers is that the user can use an SNMP query to the master AP to determine where a station is attached.  The user can then send further queries to the associated AP for more information about the station.














Figure 3‑2
A new AP notifies the master of the new association and learns which AP had the previous association

Removing the reliance on the station for the old AP address is a good idea.  If associations were registered with a master AP, the master AP would always know to which AP it granted the previous association.  A new AP would use its own source address to query the master AP for the station’s previous association information.  The master would record the new AP’s Ethernet MAC address and respond with the old AP’s Ethernet MAC address.  The new AP would use this information to transmit the unicast handover request to the old AP.  If a handover retry were required, the master AP should be consulted again to avoid corrupting a newer DS path to the station.

The path to a station may still be corrupted if the master AP accepts an obsolete handover request.  This is no different than the previously described handover without a master.  The master AP needs use the age of the previous handover and a handover sequence number to unambiguously resolve which handover is the newest.  To allow the new AP to retry handovers to the master, the master needs to remember which old AP it indicated the first time.

If the master AP receives a handover that is known to be obsolete, the response to the “new” AP can be a rejection.  The handover transaction with the master doesn’t involve backward learning by the switches in the DS.  This helps keep the master handoff from contributing to problems caused by DS delays.

An old AP consults the master

APs can suspect they have lost a station when they get neither ACK, nor CTS to a frame that has retried-out.  

When an AP has tried to forward traffic to a non-responsive station, it can solicit a handover retry.  If the station is non-responsive because it has roamed, it means that the original handover has failed, and the new AP has possibly run out of handover retries.   A handover retry request can be performed without a master AP, but it needs to be sent as a broadcast or multicast frame.

With the master AP having knowledge of all stations’ current associations, it can be asked by any AP to force the current AP to resend a handover.  If there is no newer association, the master AP can ignore the request.

A missing station “alert” such as this needs to be rate-limited, and alerts for multiple stations can be consolidated into a single frame.  Besides potentially correcting dangling paths in the DS, the alert can provide valuable diagnostic information.  In a system operating normally, alerts do not occur often.  The alert mechanism works so well, that if there is no information to be passed from the old AP to a new AP, the handover response from the old AP (and associated retries of the handover request) is not required for proper operation.















Figure 3‑3
4 Seamless operation, as if station were wired

· Stop duplication or dropping of frames when roaming

· Stations don’t always know if last frame to old AP was received

· 802 LANs are not permitted to duplicate frames

· An AP must drop a retried data frame if there have been no prior data frames in the association

The IAPP should provide a Distribution System that is as transparent to the stations as possible.  As far as possible, the stations should be able act as if they were directly wired to the DS.  A directly wired station normally does not drop or duplicate frames, or change their path in bridges during backward learning.

The protocols used above the IEEE 802.11 MAC are designed to recover from dropped data frames.  When TCP/IP detects that a frame has been dropped, it assumes that it was dropped due to congestion in the network.  The protocol will adjust itself to place less of a demand on the network in the hopes of dropping fewer frames. This assumption is counter-productive in a RF environment where the frame was dropped during a roam to a new AP.  Just when the network performance should have improved, TCP/IP slows down.  It would be best if frames were not intentionally dropped when a station roams.

Duplicate frames from a station can cause problems for (non-TCP) applications.  The 802 LAN standards do not permit duplication of frames.  If the RF medium duplicates a non-idempotent frame, the results can be devastating.  Knowing this, a properly implemented station will drop a frame rather than send it to two different APs because of roaming.  The IAPP can facilitate roaming without intentional frame dropping if the sequence number from the old AP is transferred to the new AP.  The new AP can then determine that the old AP already accepted the first frame the station transmits.

5 Using the master to coordinate control of the Distribution System

· Provide a central configuration and management entity (a Master)

· Select that master AP with a reliable election

· Coordinate RF parameters to optimize throughput

· APs need to know if they are connected to the DS

In a complicated distribution system master APs serve a vital purpose in system management.  The master can serve as a repository for information that would otherwise be scattered throughout the distribution system’s APs.  This makes it easier to configure and query the operation of the distribution system.

5.1 Select a master AP with a reliable election

· Multiple master candidates are needed for reliability.

· Certain APs need to be given priority in a master election

· An election protocol should handle race conditions and error recovery

The original IAPP allows an AP to be configured to be a master, slave, or independent.  There is no method to select a master from among multiple candidates.  There should be a method for specifying preferred masters, and secondary masters.  The voting protocol should cover race conditions and error recovery.  As an example, a building loses power, and power is restored.  All of the candidates for master AP will begin negotiating to become master at the same time.

5.2 Coordinate RF parameters to optimize throughput

· Planned or adaptive channel selection

· Planned or adaptive beacon interval selection

The TSF timers for APs that cover a shared region may fall into long-term lockstep.  If this causes the APs to simultaneously transmit beacons or overlap their transmission of multicast and contention free periods, performance in the cells will drop dramatically.  Coordination of channels (hop patterns and rates for FH), and beacon rates can be used to minimize the potential for collision.  A master AP can be configured to assign channels and beacon intervals in a manner similar to the way DHCP assigns IP addresses to stations.

The master has the ability to learn dynamically which APs appear to be in close proximity to one another by inspecting the handover requests.  With this information it can adapt the channel and beacon interval plan to minimize interference.  If the APs in the system also report which other APs are within range, the master can incorporate this information into a site plan.

5.3 APs need to know if they are connected to the DS

· An AP that is detached from the DS should not allow stations to attach

· APs may reconfigure for a wireless hop if the Ethernet path is known to be incomplete

· Beacons should advertise the AP’s hop cost to the master (the key distribution point)

APs whose paths have become severed from the remainder of the network need to prevent new stations from associating.  A typical argument against including special functionality in the IAPP to detect connectivity is that current Ethernet technology provides a “link good” indication.  However, this only establishes that the path to the hub is intact, and does not indicate that the connectivity reaches a key distribution point.

If there was a configuration that prevented the AP from operating without another AP acting as the master, connectivity to a key distribution point could be determined.  In addition to allowing APs to be configured with priorities to become a DS master, they also need to be able to be configured so that they will dynamically select a wireless hop, or fail to operate without a master.

When there are wireless hops to the key distribution point, these should be advertised in beacons and probe responses so a station has the option of avoiding a wireless hop when there is a suitable directly wired AP.

6 Miscellaneous

6.1 802.1x

· Allow a sequence of Authentication, association, and authorization

· If 802.1x port-based security is used, the handover must occur afterwards

The IEEE MAC enhancements task group is introducing a complication to the handover process.  There is a proposal to use IEEE 802.1X, “port-based security”.  802.1X would use the data path to negotiate authorization to the network after the 802.11 authentication and association.  For this authorization to be effective, the handover must not occur until after 802.1X permits the station to use the network.  If the handover was performed upon reassociation and before 802.1X authorization, an attacker could force an invalid handover.

6.2 Frame type

· An AP must support SNAP encapsulation

· Original IAPP allows UDP/IP

· An AP normally using UDP/IP must still be able to respond to a SNAP packet

· Why not eliminate UDP/IP?
· 802.3 includes Ethernet II as a recognized frame type

If both are allowed, SNAP and UDP frames from APs must coexist on the Ethernet.  The specification needs to state how and when each frame type is used.  For example, a “new” AP might not have an IP address.  It would use SNAP to issue a handover request.  The “old” AP must send an handover response with the same frame type.

A simpler solution would be to eliminate the usage of IP to carry IAPP frames.  This would be consistent with other coordination mechanisms elsewhere within 802.  If transporting of IAPP traffic across blocking IP routers is an issue, then a higher level tunneling protocol is appropriate.

The 1998 version of the IEEE 802.3 standard recognizes Ethernet II frames.  This allows IAPP frame formats on Ethernet without SNAP encapsulation.  Because the allocation of an EtherType is required for SNAP encapsulation, it makes sense for the IAPP to allow the EtherType to define an Ethernet II frame for completeness.  The issue remains, where an AP should use the same form of response as the received request.

7 Recommendations

7.1 Basic

· Use multicast handovers

· Use handover age

· Use implicit association sequence numbers

· Define a handover solicitation

· Drop IP and add Ethernet II frames

Handover requests are sent to a multicast address rather than unicast to the old AP.  This way the station does not need to be trusted to provide the old AP’s address.  The time of a handover request must be recorded so handover races can be detected. The old AP checks to see how long it has been since it generated the last handover request for that station.  If the period is longer than the handover hold-down time (e.g., five seconds), the old AP quietly discards the association.  If the old AP had issued a handover within the handover hold-down time, the old AP compares the association sequence number to determine which is the newest.

When an AP discards a frame because nothing has been heard from the station, the station may have roamed.  The handover solicitation is sent from the AP to the IAPP multicast address.  It notifies the remainder of the DS that a handover may have been missed.  If another AP has a newer association the handover solicitation will cause it to reissue the handover request.

The usage of IP as an encapsulation protocol is out of character with IEEE standards.  The IP encapsulation should not be defined in this recommended practice.  Since Ethernet II is defined as an acceptable protocol by 802.3, it should be included for completeness.

7.2 Extended

· Handover the MAC data sequence number

· Allow handover after 802.1X authorization

The request includes a sequence number from the association frame.  It is either explicit from an association’s sequence number element, or it is implicit from the sequence number in the MAC header when there is no sequence number element.

We must be aware that an association to the AP may not be the last step in the sequence for a station to be granted access to a network.  802.1X proposes that the connection is completed after association and authorization.

7.3 Master

· Design a handover via master

· Use a reliable election

· Prioritize master selection

The new AP can use a unicast query to the master to locate the previously associated AP.  The master will respond with the requested information, then the new AP can send the unicast handover to the old AP.

The master needs to be selected with a reliable election.  An AP can be configured as a primary or secondary candidate.  It can also be configured so that it will not be a master, but require one for operation.  

7.4 Stations

· Always honor DTIM

· Association sequence element

An AP needs to persist in the delivery of frames before it can perform a disassociation.  When the station has not communicated for a period long enough that the AP is certain that the station has or will reassociate, the AP may disassociate the station without attempting to deliver a disassociation frame.

Because there is no restriction on how often a station roams, there exists the potential for races in handover requests in the DS.  Using the 12-bit sequence number from the MAC header to determine the latest association will work if the station has not transmitted 2048 frames during the handover hold-down period.  To prevent this from being a problem when a higher speed PHY is developed, the station should include an association sequence number element.  The association sequence number should be incremented only when the station transmits an association request to a new AP.
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4) New AP responds with handover request to old AP





3) Old AP requests new AP to reissue handover
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Both AP1 and AP2 receive a handover request after they send one.  AP1 drops a perfectly good association.
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