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Abstract

This document presents a proposal for an inter access point protocol using a centralized route resolution protocol and a frame forwarding protocol over UDP/IP. In order to permit a simple working mode without needing any manual configuration, the access point should run the simple MAC bridging function as long as no route resolution server address has been entered.
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1 Introduction

This document presents a proposal for the IAPP protocol based on a combination of the options 3 and 4 presented in the paper [1]. The basic idea is to have the two following modes of operation: a MAC bridging mode and a centralized route resolution mode. The MAC bridging mode provides a simple and efficient out-of-box working mode, but suffer from some limitations (maximum frame size and backbone network architecture). These limitations can optionally be overcome by the second mode of operation implementing a distribution system over UDP/IP using a centralized dynamic route resolution protocol.

2 MAC Bridge Mode

To permit a mode of operation right out-of-box, i.e. without any needed configuration, the access point should perform the MAC bridging function when no dynamic route resolution server address has been entered. As shown in Figure 1, the integration function (portal function) is present in the access points. There is no need of a distribution function.
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Figure 1 MAC Bridge
Advantages:

( This mode of operation is very simple and efficient for any wireless network whose backbone can be limited to a single broadcast medium. The backbone can be composed of multiple Ethernets interconnected by bridges and/or repeaters. No mobility management signalling is needed.

Disadvantages:

( The backbone cannot be composed of LANs interconnected by IP routers.

( MAC frames having the maximum frame body size of 2312 defined in 802.11 cannot be bridged into 802.3. The maximal size of 802.11 MAC frames must be reduced.
3 Dynamic Route Resolution Mode

3.1 Network architecture

The network architecture, shown in Figure 2, includes two access points and one portal interconnected by an IP network. The cells covered by the access points (ESS) and the wired LAN to which the portal is connected are bridged together by the distribution system.

MAC
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Figure 2 Distribution System over UDP/IP

The 802.11 MAC frames are forwarded between the access points and portal encapsulated into UDP packets. Each access point and the portal maintains a routing table, with entries like as shown in Figure 3:

Destination MAC address 

Next Node

MAC Addr. STA1
(
IP Addr. AP1

MAC Addr. STA2
(
IP Addr. AP2

MAC Addr. Desktop Computer 1
(
IP Addr Portal

Figure 3 Routing Table

It is proposed that the mobility management protocol used to keep the routing tables up-to-date will use a centralized dynamic routing resolution scheme. This solution is inspired from the protocol used to resolve the virtual path and connection number from the IP address in IP over ATM networks [2]. Compared to a scheme where the routing information is periodically multicast, such a dynamic scheme offers the advantage to scale the mobility management signaling overhead to that needed to react to the mobility of the stations. In a wireless network with stations that are stationary for a while and accessing constant resources (NFS server, mail server, IP gateway), no mobility management signaling will be needed anymore.

The route resolution server (RSS) function must be in one node of the distribution system, for example the portal. The IP address of the route resolution server must be entered in each access point.

3.2 Route Resolution

The route resolution protocol is shown in Figure 4. When an access point receives an association message from a station, it sends a RoutingIndication messages to the RSS and receives a RoutingResponse back. Thank to the RoutingIndication messages sent by the access points, the RSS knows in which BSS each MAC address of the wireless network can be reached. When an access point receives a frame for a station (STA1) with a destination MAC address (STA2) absent from its routing table, it sends a RoutingRequest to the RSS, and receives a RoutingReply back, containing the IP address of the access point to which the MAC frame must be forwarded (AP2). This routing entry is added in the local routing table and the subsequent frames destined to the same MAC address are directly forwarded.

If the RSS (the portal) knows that some MAC address is on the wired LAN, it will respond with a RoutingResponse message giving its own IP address. If the RSS do not know the MAC address for which a route resolution is asked, it will reply with a RoutingResponse message giving its own IP address and indicating that the MAC address is not known. The access point can then forward the packet to the portal anyway, for bridging into the LAN, hoping that the destination MAC address is there.
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Figure 4 Route Resolution

3.3 Route Update

When a station moves into the coverage area of another base station, it will send a ReAssociationRequest message (see Figure 5). In order to update the routing tables of all other access points and of the portal, the access point sends a RoutingIndication to the RSS. The RSS, which is the only one to know the IP address of all access points, multicast a RoutingIndication message to all access point, or, in order to reduce the signaling overhead, to only those who previously inquired about the route to reach this moving station. A RoutingResponse acknowledgement of this message is expected by the RSS from the previous access point who was is charge of the station. This acknowledgement is needed to guarantee that the old access point has received the RoutingIndication message. The old access point shall then forward the packets that are still received for that MAC address to the new access point (or possibly discard them). After some time, if the old access point still receives packets for that MAC address, it shall sent a RoutingIndication message to the access point sending these packets to inform it of the new route, assuming that it has not received the initial RoutingIndication message from the RSS.
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Figure 5 Route Update

3.4 Reduction of the forwarding traffic

In the network architecture presented in Figure 2, all traffic between a wireless station and a wired computed has to be forwarded over the distribution system encapsulated into UDP/IP packets before to be bridged onto the wired LAN. In a network where most access points and wired computers are on the same broadcast medium (see Figure 6), forwarding the traffic destined to a wired computer to the portal will double the traffic on the wired LAN compared to the bridging solution. An enhancement of the UDP/IP solution could be to use the integration function in each access point in parallel to the distribution function. If the RSS knows that the destination MAC address is in the same wired LAN as the access point, the RoutingResponse message will indicate to the access point to bridge the traffic directly. This knowledge of which MAC address is present on the same LAN can be gained by listening or through active inquires.
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Figure 6 Network with most nodes on the same LAN

Comments are welcome at the email: aeh@csem.ch

4 References

[1]
Amre El-Hoiydi, "Implementation Options for the Distribution System in the 802.11 Wireless LAN Infrastructure Network", IEEE International Conference on Communications - ICC 2000, New Orleans, Louisiana, USA, June 18-22, 2000.
[2]
M. Laubach, J. Halpern, RFC-2225, "Classical IP and ARP over ATM", April 1998.





























































































































































































































































































Submission
page 1
Amre El-Hoiydi, CSEM

_1024207310.doc


AP1







AP2







Server



&



Portal







Station 1 powers on near AP1







STA2







AssociationResponse







AssociationRequest







STA1







Data Frame







Station 2 powers on near AP2







AssociationResponse







AssociationRequest







Station 1 sends a MAC frame to station 2







RoutingIndication







RoutingResponse







Data Frame







Data Frame







RoutingIndication







RoutingRequest







RoutingResponse







RoutingResponse












_1024221556.doc










AP1







STA3















































































































AP3



















AP2











STA3















STA3







WIRED COMPUTER 1







WIRED COMPUTER 2







AP4







IP Router







PORTAL & RSS
















_1024230971.doc


subnet 204.71.200.0







LLC 802.2







AP1







STA1







LLC



802.2











MAC



802.11







assoc



distrib







LLC 802.2



















MAC



802.11











MAC



802.11







STA2







LLC



802.2







AP2



















MAC



802.11







subnet



192.168.122.0











MAC



802.3







desktop computer 1







LLC



802.2







PORTAL







wired LAN







assoc



distrib







distrib



integr







LLC 802.2



















MAC



802.3







MAC 802.3















UDP/IP







IP Router







MAC 802.3







MAC 802.3















UDP/IP











subnet



192.168.121.0







subnet



192.168.120.0







subnet 204.71.200.0











IP Router



















UDP/IP







subnet



204.71.200.0












_1024207349.doc


AP1







AP3







AP2







Station 2 moves from AP2 to AP3







STA2







ReAssociationResponse







ReAssociationRequest







RoutingIndication (multicast)











RoutingResponse



















RoutingIndication











RoutingResponse







Server



&



Portal












_1024205686.doc


LLC



802.2















station







LLC



802.2











MAC



802.11







assoc















MAC



802.11







station























Access Point MAC Bridge











desktop



computer















802.3



LAN 











MAC



802.3











LLC



802.2



















MAC



802.11



















MAC



802.3



























MAC



802.11



















MAC



802.3







Access Point MAC Bridge











integr







integr







assoc












