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Call to order – Michael Fischer

Roll Call :

Keith Amann                         
SpectraLink

Menzo Wentink                       
NWN/Intersil

Maarten Hoeben                 
NWN/Intersil

Wim Diepstraten                       
Lucent

Anil K. Sanwalka                        
Neesus

Tom Tsoulogiannis                        
Neesus

Sunghyun Choi                        
Philips

Michael Fischer                        
Choice Microsystems/Intersil

Greg Chesson                     
Atheros

Jerrold Bonn                         
Raytheon Company

Mat Fischer                   
BroadCom

Wei Lin                             
AT&T

Jin-Meng Ho                         
Texas Instruments

Liwen Wu
Cisco

Khaled Eurki
Texas Interments

Eddie Liao
Magis Networks

Duncan Kitchin     
Intel

Raju Gobbi            
Sharewave

Harry Worstell        

Armond Singler
AT&T

Atheros

Agenda:

D-QoS Enhancements  1 hour - Wim Diepstraten

Aggregation

Objectives of Power Savings

Prioritisation of issues for the face-to-face meeting of October 24 and 25.

Floor was relinquished to Wim Diepstraten to present his Power Point document "Distributed QoS Proposal".  Wim has updated his document of last week. Slides 1 - 3 were skipped

Slide 4 - 

Michael: Performance is only achieved today when there is only best effort traffic if you have the same degree of load control which generally does not exist today.

Slide 7 - 

Michael: How do we define the bounds on queues?  Does the number of queues need to be standardised? Eight has been accepted for the upper limit but what should be the lower limit?

Slide 8 - 

Maartin Hoben, Menzo Wintek also contributed to the virtual DCF approach. there are more discussions ongoing and will be worked off line to see which proposals (submission rate control mechanism or virtual DCF) are best.  A third alternative is a better representation of the intent of the service rate CW based approach. (See side 15 and 20)

Slide 9 -

 Michael:  A fully distributed version will need to be standardised.  If  done in the access point this will not need to standardised.

Jin-Meng Ho: Load Class Monitoring may sound easy but may not be easy to accomplished. You need to estimate the number of contenders within each class. The estimation will be heavy depending on the channel collision between classes.

Wim: The access point will monitor what it sees and if there is a collision that the access point doesn't see the transmission, that will not be in considered in the load. There only needs to be a course view of the load per class that goes through the medium.

Wim: It has been found that bullet item 4 does not work. It is suggested now to use the standard DCF defer with a new back-off approach - a more generic DCF.

Slide 10 - 

Michael: Will need to consider, in the dot 11A case, if scaling down from 15 is as safe as scaling down from 31 in dot 11B.  

Load as measured may also need to explicitly include a factor for number of contenders. (video is self limiting due to bandwidth but audio could have a lot of high priority traffic) This will have a very different impact on CWmin.

Slide  12 -

The last bullet ("So compared to other stations on the medium that generates C2 traffic, the C4 traffic has a factor 4 lower access priority") should read " So compared to other stations on the medium that generates C2 traffic, the C0 traffic has a factor 4 lower access priority.

Slide 13 - 

The second bullet should read C3 to C0 (top to bottom)

Slide 14

Doubling the back-off  is for stability reasons

The suggested solution here in doubling the pending back-offs  is not the correct answer.

Slide 19

Michael: Not pointed out in this slide is fragmentation is limited in duration by the frame size. The burst, while has a limit, also must observe other boundaries like TBTT, Media occupancy limits for dwell time if FH PHY.

Slide 22

Michael: As for the last bullet, there is no doubt that this should not be standardized. What might make sense in Wim slide is the limited retry per class. 

Slide 25

Duncan Kitchin: Proposal - ACKs are required always for unicast traffic and never required for multicast traffic.

Wim:  Strike the last bullet item  " Because that is an extra complexity step, which may only apply to the “Enhanced DCF” in QoS Level 2 or 3."  It is an extra complexity step that may only apply to the enhanced DCF in quality of service level 2 or 3.

Menzo: Is it necessary to include "Rate Shaping".    

Duncan: No MAC layer policing function should be included.

Further discussions on this proposal will be held by email. 

Power save mode:

Summary of view points:

· The objective of power save for QoS traffic is limited to BSS, specifically to the QoS level 1, 2 and 3 systems.  IBSS is not in the consideration.

· For low bandwidth QoS applications, especially those with repetitive pattern, such as voice, power save is worthwhile.  For high bandwidth QoS applications, power save is not necessary.

· For a BSS to support QoS traffic, power save scheme in current 802.11 need to be modified (such as TIM, PS-poll) so that the stations in power save mode can achieve the power save purpose.

· More discussion in next week meeting.

Agenda for next week meeting:

· Identify top priority topics for the meeting such as service interface (MAC SAP, MLME SAP, etc), traffic label, power save for QoS traffic, ….  Michael will prepare a meeting agenda and send out before the meeting.

· What form of material will be presented to the Nov. meeting?

· Discussions between now to Nov. meeting.

D-QoS Proposal in text format: 

Following is the assignment to put the QoS DCF proposal in the form of modifications and additions to the text format of std 802.11:

Michael Fischer:  clause 7

Duncan Kitchin:  clause 6

Wim Diepstraten:  clause 9.2

Clause 9.7 and 9.8 will be updated real-time at the Nov. meeting.

New clause may need to be created to address aggregation, power save mode for QoS traffic (?), and etc.

Any issues that are placed on the reflector that begins with a note "This is for discussion next week" is for discussion in the meeting of October 24/25 should not be discussed on the reflector but be should be left for next weeks meeting. It will be for information only.

Meeting adjourned.
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