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Multi-hop System Evaluation Methodology: Performamdetrics
Gamini Senarath, Wen Tong, Peiying Zhu, Hang Zhang,

David Steer, Derek Yu, Mark Naden, Dean Kitchener
Nortel

1 Introduction

This document provides a set of definitions anduregdions related to performance metrics for evahgat
multihop relay systems (e.g. 802.16j, LTE relayeasions) to arrive at system wide voice, data,o/mlemixed
data, voice, video performance on the forward avense links.

The performance metrics are divided into two catiego They are:
» Single-user performance; and
*  Multi-user performance.

Examples of single-user performance metrics arditkebudget margins, C/I area coverage and ddtaeea
coverage. These metrics are evaluated assumih@ thiagle user is in a particular cell area utilizall the
resources in that cell while external interferentgy be evaluated assuming that at least a singleacser is
available in the external cell (for both forwarddaeverse link). These metrics are not end-to-esrtbpmance
metrics and therefore, could be evaluated withooteting higher layer protocols and is independent o
applications.

However, when multiple users are in the systemststem resources have to be shared and a uses user’
average data rate will be much smaller than thglesinser rate. Therefore, multi-user metrics a@ppsed
which show how a system behaves under a multi-ersaronment.

In order to evaluate multi-user performance acelyatscheduling and higher layer traffic behaviarsd
protocols need to be modeled. However, simulationtimes can be prohibitively large. Speciallythe case

of multihop systems, each sector can have sevelaf stations and there are a large number of ktyons
and relay to user and relay to base links nee@ tmtdeled sand simulated. Therefore, such simaktan be
very CPU intensive. Therefore, we suggest thatiainitlesign validations be done using a simple but
representative analysis using a full queue traffithout modeling higher layers. These are descrieder
multi-user performance metrics.

2 Single-user performance Metrics

Note that the area coverage mentioned below isvabpnt to the percentage of users meeting a given
requirement when the users are uniformly distributethe interested geographical area

2.1 Link Budget and Noise limited performance — single-cell consideration

Link budget evaluations is a well known method ifotial system planning and this need to be carried
out for relay to base, relay to user and base o lusks separately. The parameters to be usedsrteed
be agreed upon after obtaining consensus. Usingrhggins in the link budget, the expected sigoal t
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noise ratio can be evaluate at given distancesagJtiese results, the noise limited range can be
evaluated for the system when the relays are degloy

Since relays can be used to extend the range abbgra cell under noise limited environment (i.e. n

interference from other cells but the limitationnmdng from the fact that the transmit power is not
enough to provide a sufficient signal strength vabthermal noise) is a metric of importance inhsuc
cases.

Coverage rangeis defined as the maximum radial distance to meeerain percentage of area
coverage (x%) with a signal to noise ratio aboveedain threshold (target _snr) over y% of time,
assuming no interference signals are presentptoigosed that x be 99 and y be 95.

2.2 C/l Coverage — interference limited multi-cell consideration

The C/I coverage is defined as the percentage @freacell where the average C/I experienced by a
stationary user is larger than a certain thres(talget ci).

2.3 Data Rate Coverage — interference limited multi-cell consideration

The percentage area for which a user is able tsiné/receive successfully at a specified mean dda&a
using single-user analysis mentioned above. Noydelguirement is considered here.

3 Multi-user Performance Metrics

There are several important aspects of performtrateneed to be considered when relays are to éx as a
viable solution to enhance the multi-user perforoeaof a system and the defined metrics shouldateftose
aspects of performance.

Sharing the shared channel among us&ssnentioned in Section 1, the multi-user perfanogametrics need to
take into account the impact of the performanca aser due to the existence of other users inahe <ell
who might require the same resource. For exampkjrmae that there is a system, where a shared dhaitime
a peak rate of 2 Mbps can serve 99% of the areau#fer wants to obtain a video streaming servi@eNbps,
that particular user will be able to obtain thevems, but no other user will be able to get anyiserduring the
whole video session (which may extend for more tharour). Therefore, in this example although 38&a
is covered for the video service, this serviceasanviable service for the operator and perforreasfacoverage
need to be coupled with the capacity in order ftece viable service solutions. The multi-user peniance
metrics proposed in this document reflect thoseetspof performance.

Taking into account the number of relays used ferfqgmance metricsinstead of installation of relay
solutions, new base stations could be installembtain the same performance. In order to compaadtution
based on extra relays vs a solution based on baga stations, the number of extra relays may kentanto
consideration.

FairnessBecause maximum system capacity may be obtaingutdwding low throughput to some users, it is
important that all mobile stations are given sexit a fair manner which should be reflected wheadweating
the multi-user performance. Due to the near-fagafbf a wireless system (i.e. mobile which areated far
away from the base and relay receives low signalityuor data rate), the efforts to provide fairmeseans
some users need to be provided with additionaluress that may also impact system throughput sheeed

2
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channel is not used at the peak data rate. Therefairness is an important performance aspectiand
considered at the beginning in a separate section.

Taking into account the impact of using two linksthe relaying usersthe users using relay stations to send
and receive data utilize additional resources @& #Hystem, i.e. two links. This need to be takem int
consideration when algorithms are developed to robriairness. Therefore, for relay systems special
consideration may be given to incorporate the impathese when evaluating capacity and fairness.

3.1 Fairness Criteria

The fairness is evaluated by determining the ndmadlcumulative distribution function (CDF) of theser
throughput, which meets a predetermined functiotwim tests (seven test conditions)he same scheduling
algorithm shall be used for all simulation runs. hat is, the scheduling algorithm is not to be optinzed

for runs with different traffic mixes. The owner(s) of any proposal are also to speitiy scheduling
algorithm.

Let T,u[kl be the throughput for user k. The normalizédoughput with respect to the average user

throughput for user k'jN'put [kis given by

~ LI
T.[K] = L[] _
a\_lngut[I ]

Since one of the primary objectives of the intracurc of relays is to address this issue by progdimiform
throughput across all the users, it is recommeildaidthe system be able to provide different leeéfairness

as desired by an operator. Therefore, when compadifferent designs, features or configurations the
throughput may be compared under the same faiteesk A measure of fairness is introduced for fhuspose

as defined by the following expression.

Fairness Index = 1 / standard deviation of the mtimad per user throughput.

Therefore, the system performance may be comparetéruthe following three scheduling disciplines.
Depending on the service type and test case baimglated, the evaluation methodology may specifyaivh
fairness requirement has to be met.

(1) Equal Throughput Scheduling:
(2) To have a reasonably compromise fairness as speaifi[1] to meet a CDF requirement.

(3) To meet a given fairness index.

3.1.1 Equal Throughput or Full Fair:

Under a full-queue simulation, this means allisers who are admitted to the system gets equalghout if
they have same amount of traffic to send.

3.1.2 Moderately fair solution as specified in [1].

We propose that the fairness requirement specifiefl] which is appended below may be used for this
purpose.
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The CDF of the normalized throughputs with respedhe average user throughput for all users isrdehed.
This CDF shall lie to the right of the curve givienthe three points in Table 1.

Table 1 Criterion CDF

Normalized CDF
Throughput w.r.t
average user

throughput
0.1 0.1
0.2 0.2
0.5 0.5

3.1.3 Fairness to meet a specified fairness index
In this case, the fairness index should be lower than a taalyet \T his target value may be specified under each test case.

Firness Index > target_fairness_indes.
3.2 Specific Metrics to reflect coverage and performance of multi-hop networks

3.2.1 Combined Coverage and Capacity Metric (CC)

Although a user may be covered for a certain péagenarea (e.g. 99%) for a given service, wheniphailt
users are in the system the resources are to bedswith other users. It can be expected that dsuagerage
data rate may be reduced by a factor of N, comparadsingle user rate when N users are activiedrsystem.
However, note that, if the system could exploittiruser diversity [1], the rate could be increased

This means increasing the percentage coveragatsedfadoes not give an operator the ability tteof given
service to the customers because the operatorcgshewdble to provide the service to multiple ugethe same
time.

Therefore, the number of users that can be supparider a given coverage captures actual coveragease
for a given service with a viability point of viewor example, an operator may offer a service ¢opihblic if
the operator can support at least 10 users in geenaa sector.

Therefore the viability of a service with a certamverage captures both coverage and capacity tasplethe
problem and be a good metric to evaluate the systeith as multi-hop systems which are providedht@ece
coverage.

The combined coverage and capacity index is definemb the maximum number of simultaneous users (N)
that can be supported for a given service, withexsied level of area coverage.

This metric can be evaluated using simulationsgusgalistic traffic modeling and other higher laygotocol
modeling. However, this metric can also be evalli@gproximately without modeling higher layer piits
and without application traffic (under the full quee assumption) for delay tolerant services. Dueatdo
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simplicity and its ability to compare two coveragehancement systems very quickly at the initiakesys
concept development stage, we explain the expressiobtain this metric below.

It is easy to show that a delay tolerant servicehmsatisfactorily served if a minimum data raguirement is
provided by a system. If the operator can provide minimum rate to a user the user can providespleeified
service satisfactorily. Let us assume, that thamum rate for a delay tolerant serviceRisin.

Assume, in a simulation that number of users asppird uniformly in the service area. If the requiiceverage
for a given service is x%, the first step in evéihug cc is to take out the lowest (100-x)% of usews of the
evaluation. Assume the number of users in the n@mggroup is N, and the average effective dat ttat can
be supported by the ith userigi = 1 to N).

Then,
if the min(f) < Rmin, cc=0 (i..e, the service cannot be providéth the required coverage.
Else, cc= _ N , this is the maximum # of users that can bestipd by the system

Rmin
2,

for that service with the given coverage (i.e. x%).

Effective data rate is the average data rate tb#se station that user can get if that user itiheuser in the
system. For example, if a user is connected djréatthe base, that user utilizes only a singhk lio get its
data rate. That means that user’s effective dagaisahe data rate that user can support. If acmenected to
the base using two relays, that means the usézeagtithree links. If all three links utilizes equahount of
resources (e.g. equal time slots), then the effectata rate of that user is the minimum data oatéree links
divided by 3. If the links use different amount r&sources, the effective data rate should be etedu
according to a per resource unit basis.

Since this is a very simple metric and capturesctpability of a system to offer a given delay tafe service,
this metric is very useful to compare the coverafénvo systems or technologies from the viewpoihtn
operator. Therefore, we propose this metric to beduduring the initial stage of system evaluation f
comparing two systems.

For delay sensitive services, this metric can lainbd using detailed simulations.

3.2.2 Multihop system spectral efficiency

This metric reflects the overall performance of atihop system as a combined function of the nunder
base stations and number of relays so that theihopltsolutions for coverage enhancement can betljire
compared with alternative base station solutions.

Please refer to the related contribution by sutemhiby Nortel [3].

3.2.3 Data Services and Related Output Metrics

It is recommended that the statistics providedLjrbe generated and included in the evaluationrtepbey are
listed below for consideration.

1. Data throughput per sector. The data throughput of a sector is defined asthmber of information
bits per second that a sector can deliver andear@wved successfully by all data users it serveisgu
the scheduling algorithms validated under a spetifairness requirement.
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2. Averaged packet delay per sectorThe averaged packet delay per sector is defisgtiaaratio of the
accumulated delay for all packets it delivers tauakrs and the total number of packets it delivEéhe
delay for an individual packet is defined as theetibetween when the packet enters the queue at
transmitter and the time when the packet is reckesiuecessively by the mobile station. If a packetat
successfully delivered by the end of a run, itsiregptime is the end of the run.

3. The histogram of data throughput per user The throughput of a user is defined as the raftithe
number of information bits that the user succefsfelceives during a simulation run and the simafat
time. Note that this definition is applicable tb@dta users.

4. The histogram of packet call throughput for users wth packet call arrival process.The packet call
throughput of a user is defined as the ratio of thial number of information bits that an user
successfully receives and the accumulated delaglfqracket calls for the user, where the delayafor
individual packet call is defined as the time betwevhen the first packet of the packet call entiees
gueue for transmission at transmitter and the then the last packet of the packet call is suceelsi
received by the receiver. If a packet call is natcessfully delivered by the end of a run, its egdime
is the end of the run, and none of the informabis of the packet call shall be counted. Note thist
definition is applicable only to a user with packatl arrival process.

5. The histogram of averaged packet delay per usemlhe averaged packet delay is defined as the aétio
the accumulated delay for all packets for the aserthe total number of packets for the user. #iayd
for a packet is defined as 1 Note that this definition is applicable to aditd users.

6. The histogram of averaged packet call delay for use with packet call arrival process The
averaged packet call delay is defined as the dHtithe accumulated delay for all packet calls foz t
user and the total number of packet calls for $er.uThe delay for a packet call is defined a4.iNote
that this definition is applicable only to a usethapacket call arrival process.

7. The scattering plot of data throughput per user vsthe distance from the user’s location to its
serving sector.In case of SHO or sector switching, the distanetvben the user and the closest
serving sector shall be used. The data througlypw tiser is defined as t

8. The scattering plot of packet call throughputs forusers with packet call arrival processes vs. the
distance from the users’ locations to their servingectors.In case of SHO or sector switching, the
distance between the user and the closest sergotgrsshall be used. The packet call throughpugafor
user is defined as #.

9. The scattering plot of averaged packet delay per es vs. the distance from the mobile’s location to
its serving sector.In case of SHO or sector switching, the distanesvben the user and its closest
serving sector shall be used. The averaged paekat ger user is defined asdn

10. The scattering plot of averaged packet call delay®r users with packet call arrival processes vs.
the distance from the mobiles’ locations to theirerving sectors.In case of SHO or sector switching,
the distance between the user and its closesingeseictor shall be used. The averaged packetelaly d
per user is defined as 4

11.The scattering plot of data throughput per user vsits averaged packet delayThe data throughput
and averaged packet delay per user are definet3aand2, respectively.

12.The scattering plot of packet call throughputs forusers with packet call arrival processes vs. their
averaged packet call delaysThe packet call throughput and averaged packedeky per user are
defined as ir4.
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Appendix A provides formulas of the above defimso

3.2.4 VOIP Related Output Matrices [2]

It is proposed that the performance metrics for R@i [2] may be used for this purpose. The relegaation
from [2] is provided below.

VolIP performance shall be compared on the basiBeotdf of the R values generated as a resulinaidlating
voice traffic. R values with the corresponding innpeent factors shall be obtained for the forward agverse
links.

The following metrics shall be evaluated for eadiR/user.

Mean Delay (T,): On the forward link, the delay is measured fromphbint the voice packet is generated at the
wired origin point to the time it is delivered &etmobile station. On the reverse link, the dedasneasured
from the point the voice packet is generated atrtiobile station to the point it is delivered to tiwered
termination point.

Packet Loss Probability (Ppl, measured in percents)The packet loss probability is measured separately
the reverse and forward links.

The following set of formulas (as defined in G.18hgll be used to compute a R-factor as a funaiiotine
delay and packet loss probabilities. Proposals vaétter R-factors shall be considered to haveebett
performance.

Ruvewa = 93.2 — §— leeff

The quantity § is defined as given below
Id=Ildd

ForTa< 100 ms:

ldd =0

ForTa> 100 ms:

Further, Lt is defined as shown below, with le=11 and Bpl 01®ote that Bpl is measured in percents based
on random packet loss).
Ppl

le—eff =le+(95-1e)———
Ppl + Bpl

The results shall include a histogram of R valums\MolP users in the system. Additionally, a histog of
packet delays may be included.
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Explanation

ITU-T G.107 defines an objective model known as Beel based on Network, Speech, Terminal/Device
parameters to estimate/predict the perceived guafitVolP session. The primary output of the E-Mose
transmission rating factor R (Total Value Indexatthan be mapped one-to-one to an estimated MOS.

The E-model defines 20 different parameters eath avdefault value and their ranges of values afmeld. If

all parameters are set to the default values, @lmukation results in a very high quality with dimg factor of

Raefaut = 93.2, which is also defined as the intrinsiclguaf a voice call with a mouth-to-ear delay oinfs.

The intrinsic quality of a packetized voice calinisported without packet loss in the G.711 fornoatesponds
to this Riefaui= 93.2.

However, for MBWA system specific impairments suhPacket Loss, Delay etc considered, the effe&ive
factor for such system needs to be estimated lyrpocating equipment impairment factor, delay facithe
effective R factor is

Rvewa = 93.2 — §— le-eff

Here |, the impairment factor representing all impairnseshie to delay of voice signals Talker Echo, Listen
Echo and {4, a loss of interactivity, represents the impairmesiused by too-long absolute delay Ta, which
occurs even with perfect echo canceling. Here sgeime perfect Jitter operation resulting no paldss and
additional delay introduced by jitter.

The packet-loss dependent Effective Equipment Impant Factor le-eff is derived using the codec gpec
value for the Equipment Impairment Factor at zexoket-loss le and the codec specific Packet-lossiftoess
FactorBpl

le represents the effect of degradation introduce@OYPECs, Packet Loss. G.113 —Appendix (2002) pexvid
provides parameters for use in calculating le fr@@DEC type and Packet Loss rate. For a G.729 Cladec
11, and for random packet loss Bpl = 19.

4 Service Delay and outage requirement

Each service to be used in the simulation is aasegtiwith a service quality requirement, which ssially a
delay requirement, jitter requirement and outagglirement. These need to be taken into consideratiohe
simulations and they are defined below.

4.1.1 Outage Criteria for HTTP, FTP and Near Real Time Video [1]

It is proposed that the outage criterion used Jrbflused for HTTP, FTP and real time video ses:idéis is
included below.

Except for VOIP and Live Video services, all thelat data (HTTP, FTP, or near real time video) siséall
satisfy the following delay criterion: no more tha%o of the users shall get less than 9600 bps dimmut
(goodput). The throughput will be the user's padaditthroughput, except in the case where thermiarrival
process (FTP users are persistent) in which casgid e the throughput averaged over the simutatime.
Neal real time video users shall also satisfy thidgomance criteria defined below.
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4.1.2 Additional Performance Criteria for Near Real Time Video

It is proposed that the following description in] [ke included as a near real time video performance
requirement.

“Video playout buffers introduce a delay betweepeipt of frames and the frame playout. This absorb
variations in the data arrival pattern and permitontinuous playout of the frames. The actualdesf these
playout buffers involves a number of factors (intthg reset policies when the buffer runs dry) amdpecific

to the mobile. To avoid modeling such implemeptaiietails, we focus on what the BS scheduler mogb
generally accommodate this continuous playout. rdfoee, the scheduler should transmit an entirewilame
within 5 second of receipt of the entire frame.{ireceipt of the last octet of the last slice e frame). If a
frame exceeds the 5-second requirement, the savadiatards the remainder of the frame that hayetdbeen
transmitted.

Therefore, the performance requirement is thafrénetion of video frames that are not completegnsmitted

within 5 seconds of their arrival at the schedusleall be less than 2% for each user. All userf sfeet the
above performance requirement.”

References
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Appendices

Appendix A. Formula to define various throughput ard Delay Definitions

For each fixed simulation condition (e.g., voicadpdistribution of different traffic, number oftdausers, etc.),
simulation is run for multiple independent runsngsMonte Carlo approach. Let

= T =simulation time.

= M = total number of independent runs (for a speabnfiguration).
= N=total number of data users in each run (forcaose

= m=index of the simulation runs, i.e., m=1,2,3 M.

= n =index of a data user within a simulation rue,,in =1,2,..., N.
Therefore, the n-th data user in the m-th simufati;n can be specified lmger(m,n).
Let

=  K(m,n) = total number of packet calls generateduser(m,n).

= k =index of packet calls for a user. For user(mk¥ 1, 2, ..., K(m,n).

= L(m,n,k) = total number of packets generated ferkith packet call of user(m,n).

»= | =index of packet within a packet call. For théhkpacket call of user(m,n), I = 1,2, ..., L(m,n,k).

= B(m,nk,l) = number of information bits contained the I-th packet of the k-th packet calls for
user(m,n) . If the packet is not successfully d=kdd by the end of the simulation run, B(m,n,k,0.=

= TA(m,n,k,l) = arrival time of the I-th packet ofdtk-th packet calls for user(m,n). it is the timeen the
packet arrives at the transmitter side and ismota queue.

=  TD(m,n,k,l) = delivered time of the I-th packettbe k-th packet calls for user(m,n) . It is thedimhen
the receiver successfully receives the packet.tDdiged simulation time, there may be packets wvgit
to be completed at the end of a simulation run.tRese packets, the delivered time is the end ef th
simulation.

= PCTA(mM,n,k) = arrival time of the k-th packet cldl user(m,n), it is the time when the first packét
the packet call arrives at the transmitter sideiammlt into a queue.

= PCTD(m,n,k) = delivered time of of the k-th packatl for user(m,n). It is the time when the reegiv
successfully receives the last packet of the pack#t Due to fixed simulation time, there may be
packet calls waiting to be completed at the end simulation run. For these packet calls, the dedigt
time is the end of the simulation.
The arrival time of a packet call is the time whiee first packet of the packet call arrives atttla@smitter side
and is put into a queue, and the delivered time mdicket call is the time when the last packehefgacket call
is successfully received by the receiver, ie., R@Tnk) = TA(m,nk,1) and PCTD(m,nk) =
TA(m,n,k,L(m,n,k)). Due to fixed simulation timéndre may be packet calls waiting to be completeéteaend
of a simulation run. For these packet calls, théveleed time is the end of the simulation. FigurelD
demonstrates the arrival and delivered times foaicket and a packet call.
With the above notation, we can now define varitusughputs and delays as follows.

10
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K (m,n) L(m,n,k)

iZN: > B(m,n,k,l)

Data throughput per sector= m=Ln=L k=l I\/Ilil' : (D1)

K (m,n)

M N
>3 > (PCTD(m,n,k) - PCTA(m,n,k))
Averaged delay per sectgr™= =L k=1 : (D2)

B(m,n,k,l)

Data throughput for user(m,n) = k=t 14 T , (D3)

K (m,n) L(m,n,k)

B(m,n,k,l)
Packet call throughput for user(m,n) = o k=L 1= ., (D4
PCTD(m,n,k) - PCTA(m,n,k))
k=1
M N K(m,n)L(m,nk
I Z(TD(m,n,k, ) - TA(m,n,k,1))

Averaged packet delay per sector = T=En=L k=L ',\:1 N K , (Db5)

> > L(mn,k)

m=1n=1 k=1

K (m,n) L(m,n,k
> Z(TD(m,n,k,l)—TA(m,n,k,I))
Averaged packet delay for user(m,n) = k1 1= K , (D6)
D L(m,n,k)
k=1
K (m,n)

PCTD(m,n,k) - PCTA(m,n,k))

Averaged packet call delay for user(m,n) = S . (D7)

K(m,n)
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Packet call is delivered within a simulation run:

Frist packet is delivered Last packet is delivered

First packet arrives \I
- I """""""" - Tine
0 T

PCTA(M,N,k) PCTD(m,n,k)

Packet call is not delivered by the end of a simulation run:

Frist packet is delivered Last packet is not
First packet arrives \ delivered yet
0 f T Time
PCTA(M,N,K) PCTD(m,n,k) =T

Packet is delivered within a simulation run:

Packet is delivered
Packet arrives

Time
f !
TA(m,n,k,l) TD(m,n,k,I)
Packet is not delivered by the end of a simulation run:
Packet arrives Packet is not delivered yet
‘ T nn
TA(m.nkD TD(m,n k) =T

Figure A-1: Description of arrival and delivered time for a packet and a packet call.
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