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1. Summary of Contribution 
 
The goal of this contribution is to propose throughput metrics for end-to-end quality of service (QoS) management in 
802.16j multi-hop relay (MR) systems. In particular, these metrics enable the computation of end-to-end throughput 
during uplink and downlink message exchanges among terminals (BS, RS, MS) in the MR network.  

 

 
 

Knowledge of such end-to-end QoS metrics reflecting the physical channel conditions over multiple hops enables the MR 
BS to 

• Manage end-to-end quality of service (QoS) requirements (e.g., throughput, reliability, latency etc.), 

• Coordinate centralized functionalities (e.g., execution of scheduling algorithms, routing algorithms, other MAC 
and higher layer functions).  

 

2. Technical Description of Proposed Metrics 
 
The following PHY abstraction relationship is the key formula for quantifying the end-to-end quality of an N-hop routing 
path in terms of throughput in an MR network: 
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In other words, based on this PHY abstraction, MR BS obtains an estimate of the end-to-end throughput by computing the 
harmonic mean of the per-link throughputs over the individual hops.  

 

To motivate the quantification of end-to-end throughput as the harmonic mean of the throughputs over the individual 
wireless links, consider an N-hop routing path such that the transmission rate at hop n  is nR  bits/second/Hertz and all 
hops operate over the common bandwidth W  but orthogonally time-share the channel. If the transmitted packet contains 
B  bits of information, then the required transmission time at hop n  is nn WRBt /=  seconds (ignoring retransmissions 
and channel overheads for now). Thus, the end-to-end latency T (i.e., the total time required to transmit this packet in 
multiple hops over the routing path), and the resulting end-to-end throughput (in bits/second/Hertz) can be calculated as 
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which validates the harmonic mean relationship. Alternatively, we can consider an N-hop routing path such that the 
transmission rate at hop n  is nR  bits/second/Hertz, all transmissions simultaneously occur over the time duration of T  
seconds and the bandwidth is allocated orthogonally among hops. Hence the channel over hop n  should be allocated 

nn TRBW /=  Hertz of bandwidth, and accordingly the total required bandwidth W and the resulting end-to-end 
throughput can be calculated as  
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yielding the identical harmonic mean relationship, which therefore holds for any orthogonal sharing of resources (in time 
or frequency) among hops over a given routing path. 

 

In the following, we shall provide two approaches for designing per-link metrics to allow the MR BS estimate the end-to-
end throughput over a multi-hop link. It must be emphasized that other per-link metrics for quantifying throughput over 
the individual hops can be designed as well; and one can still estimate end-to-end throughput in terms of per-link 
throughputs through the harmonic mean formula. 

 

A. Capacity-based Approach:  
 

The capacity-based approach computes the harmonic mean of the capacities (only depends on the signal-to-
interference-and-noise ratio (SINR)) over individual wireless links and obtains an end-to-end PHY abstraction given 
as follows: 
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Where: 

 

• effSINR : Effective SINR for the multi-hop route 

• C : Effective end-to-end capacity for the multi-hop route 

• nC : Effective capacity over hop n , Nn ,...,1=  

• neffSINR , : Effective SINR over hop n   

• N : Number of hops over the established route between MR BS and MS 

 

Further analysis on this capacity-based end-to-end PHY abstraction metric can be found in [1]-[4]. The effective 
SINR parameter, neffSINR , , is determined on a per-hop basis over each individual OFDMA PHY link, using any PHY 

abstraction methodology. In this respect, for an OFDMA system with K  subcarriers, denoting the SINR over the k -
th subcarrier and n -th hop by KkNnSINR kn ,...,1,,...,1,, == , example PHY abstraction metrics could be 

  

• the mean-capacity metric proposed by [5]-[7], where 

 

12)1(log1)1(log
)1(log1

,,
1

2,2

,
1

2

−
∑

=⇒+=+
+

=

=∑
kn

K

k

SINR
K

neffkn

K

k
neff SINRSINR

K
SINR , 

 

• or the exponential effective SNR mapping (EESM) metric proposed by [8]-[11], where, for a given choice of 
parameter β , 
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B.  Throughput-based Approach: 
 

This PHY abstraction approach involves more computation but is also more accurate than the capacity-based 
approach in terms of quantifying the end-to-end throughput performance. Unlike the capacity-based approach, the 
per-link throughput estimation accounts for losses in data rate due to link errors, finite modulation and coding 
schemes (MCSs) and overheads associated with channel access and protocols. In this setting, the end-to-end 
throughput estimation is based on computing the harmonic mean of achievable throughputs over individual wireless 
links.  

 

We denote the expected transmission time (ETT) (first proposed by [12] for 802.11s mesh standard) over hop n  as 
nETT , which represents the overall airtime cost in terms of the amount of channel resources consumed by 
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transmitting the packet over the particular link and includes the cost of data transmission as well as cost of necessary 
retransmissions to recover from packet decoding errors and cost of overhead. Accordingly, the end-to-end throughput 
for a given multi-hop route of length N  can be expressed as 
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Where: 

 

nETX : Expected number of packet transmissions until successful reception over hop n  subject to instantaneous 
channel conditions 

nR : Aggregate data rate per packet over hop n  based on the MCS chosen by the link adaptation algorithm while 
satisfying a certain target packet error rate (PER) subject to instantaneous channel conditions 

B : Number of bits per packet 

overheadT : Latency cost per link due to fixed channel access and protocol overheads 

 

Note that the total sum of ETTs has a physical meaning as well; it is an estimate of the total end-to-end latency 
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1
 experienced by a packet traveling along that path. 

 

In the ETT formula, nR  and nETX  both depend on the instantaneous channel realizations over hop n ; in particular 

they depend on the vector of received SINRs over the K  OFDMA subcarriers given by { }K
kknSINR

1, =
 or effectively 

they depend on a single measure neffSINR ,  computed using the per-link PHY abstractions. 

 

To compute nETX  more explicitly, we consider a hybrid automatic repeat request (HARQ) mechanism over each 
link, which requires packet retransmissions upon decoding failure, continued until successful reception of each 
packet. Thus, the definition of ETT also incorporates the impact of retransmissions upon erroneous reception of 
transmitted frames/packets and hence takes into account the additional transmission time necessary until successful 
delivery to the destination. Now, 

  

• If the HARQ protocol discards erroneous packets completely, we have  
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where nPER  denotes the packet error rate over hop n  determined based on the chosen MCS and channel 

conditions over the physical layer given by the vector of SINRs in the set { }K
kknSINR

1, =
. 

 

• If the HARQ protocol stores previously received erroneous packets and uses them during later decoding 
attempts (e.g. as in chase combining), the PER will improve upon retransmissions, which leads to 
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where jnPER ,  denotes PER over hop n  during transmission j  and M  is the maximum number of allowed 

transmissions ( 1−M  retransmissions allowed). 

 

Due to the stationarity of the terminals over the wireless backhaul (i.e. MR BS and RSs), we expect that the channels 
experienced over the hops will be slow-fading (except for the last hop involving the MS) and each node will be able 
to track its transmit/receive channels to perform link adaptation and estimate supportable throughput.  

 

Considering the cost of each link to be equal to nETT , the throughput-maximizing path (i.e., the path that maximizes 
end-to-end throughput or minimizes end-to-end latency T ) is the path that minimizes total end-to-end routing cost 

given by ∑
=

=
N

n
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1
 for a path of length of N hops.  The use of such end-to-end link QoS metrics toward 

designing centralized scheduling algorithms for MR systems have been studied in [13]. 

 

3. Computation of End-to-End Metrics during UL/DL Message Exchanges 
  

The computation of the end-to-end link cost metric ∑
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=

N

n
nETT

1
 in the 

throughput-based approach requires a field in the uplink (UL) or downlink (DL) frame to store the end-to-end 
accumulated route costs, i.e. the summation of the reciprocal capacities or ETTs over various hops, which is to be 
propagated and updated during uplink (UL) or downlink (DL) message exchanges, as depicted below for the throughput-
based approach. As the UL/DL frame gets passed among RS terminals over the multi-hop route between MR BS and SS, 
this field carrying the information on the end-to-end link cost will be updated using the estimated routing metric (i.e. over 
hop n , this routing metric is the estimated nC/1 for the capacity-based approach and estimated nETT  for the throughput-
based approach) to account for the throughput/latency of transmissions over the current hop. 
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It should be emphasized that this section presented one approach to compute the end-to-end link QoS metric on an 
aggregate basis in a distributed fashion to reduce feedback overhead complexity. However, alternative approaches exist 
toward the computation of the end-to-end metrics; for instance another option may consider feeding back individual per-
hop link quality metrics to the MR BS separately and performing the end-to-end link quality computations at the MR BS 
in a centralized fashion. 
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