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Distributed Bandwidth Request & Allocation with Non-Transparent RS

Kerstin Johnsson, Jerry Sydir, Yuefeng Zhou

Intel, Fujitsu

1.  Introduction

Bandwidth request and allocation can be implemented in one of three ways in a Multi-hop Relay Network.  These are “Distributed mode with non-transparent RS”, “Centralized mode with non-transparent RS”, and “Centralized mode with transparent RS”.  This contribution focuses on clarifying the sections in the draft that detail the “Distributed mode with non-transparent RS”.
2.  Summary of edits
Most of the changes are editorial or “structural” in nature (i.e. rearranging paragraphs to make the sections easier to read/understand).  However, there are technical changes as well.  One technical change clarifies that these protocols hold for any kind of RS (could be access or intermediate RS), and that the stations an RS is providing bandwidth to are not just MSs but also other RSs.  Another technical change clarifies the process of forwarding scheduling information down a given path via RS-SCH messages.  All changes are summarized in bullets below.   

For ease in reading/understanding, Section 4 shows the entire subclause “6.3.6.7.1 Distributed bandwidth request and allocation with non-transparent RS” once all changes have been made.

The primary technical changes are:

· Specified that distributed bandwidth request/allocation requires non-transparent RSs

· Moved the discussion on RSs receiving bandwidth requests from subordinate stations from the introductory paragraph of section 6.3.6.7.1 to the introductory paragraph of subclause 6.3.6.7.1.1 “Bandwidth Request”; edited this discussion to indicate that any subordinate (RS or MS) can send any type of RS (intermediate or access) a bandwidth request, also edited and added text to clarify how an RS handles piggybacked requests; edited original paragraphs under “Bandwidth Request” to improve clarity and remove redundant information (no new technical content).

· Edited discussion on RS-SCH management message to clarify the process.  In particular, changed paragraph discussing how the RS-SCH is forwarded downstream to all RSs.  In distributed mode, the RS-SCH should not simply be forwarded.  Each RS should make its own scheduling decisions based on the RS-SCH it receives from its superorindate station and then transmit its own (i.e. a new) RS-SCH to its subordinate RSs to indicate what scheduling decisions it has made.

The primary editorial changes are:

· Reorganized subclauses as follows:  primary subclauses are “Bandwidth Request” and “Bandwidth Grant”; under “Bandwidth Request” there is 1 subclause “Contention based CDMA bandwidth request”; under “Bandwidth Grant” there are 2 subclauses “Polling” and “Dedicated Bandwidth”

· Edited terminology to maintain uniformity throughout the draft (e.g. superordinate instead of “immediate upstream”, subordinate instead of “immediate downstream”)

· Edited all subclauses to maintain “draft language” (i.e. replaced “can” with “may”)

· Removed editor notes

· Change Figure 60e to 60b, 60c to 60d, 60d to 60e, and updated figure references in text to match
3.  Changes to the specification

Insert new subclause 6.3.6.7.1:

6.3.6.7.1 Distributed bandwidth request and allocation with non-transparent RS

In relay systems with distributed bandwidth request and allocation, each MR-BS and RS individually determines the bandwidth allocations on the links it controls (i.e. downlinks to and uplinks from its immediate downstream subordinate stations) and creates its own MAPs reflecting these decisions.  As a result, the RS must be non-transparent.
The following subclauses specify bandwidth request and allocation procedures for the relay link (i.e. between an RS and its upstream superordinate RS or MR-BS) in relay systems with distributed control. <Section note: additional BW request and allocation mechanisms may be defined for the relay link to improve its BW utilization. This is TBD.>

An access RS may receives various types of bandwidth requests from its subordinate stations MSs, in a variety of forms such as the MAC signaling header, the grant management subheader, and the CDMA bandwidth request code and so on. Among those request types, Of these, only the Ggrant Mmanagement subheader may be encrypted and cannot be derived by the RS. 

Therefore, dDepending on whether the RS is capableility of decrypting MAC-PDUs, there are two different ways to handle the Ggrant Mmanagement subheader. RSs capable of decrypting MAC-PDUs shall locally handle all kinds of bandwidth requests from MS locally. Meanwhile,; while RSs incapable of decrypting MAC-PDUs shall locally handle all kinds of bandwidth requests locally except for the grant management subheader from MS. For this type of RS, the encrypted Ggrant Mmanagement subheader is decrypted by the MR-BS, and then forwarded to the RS using an MR_PBBR-INFO message. In a case that 

When AES-CCM is used as the encryption algorithm, the MR-BS shall set  the PN_Flag = 1 and indicate the Ppacket Nnumber in the MR_PBBR-INFO message. The Ppacket Nnumber is taken from the encrypted MAC-PDU which that contains the Ggrant Mmanagement Ssubheader. When other encryption algorithms are used, the PN_Flag and Ppacket Nnumber shall be set to zero. 

When the RS receives an MR_PBBR-INFO with PN_Flag = 1, it checks the packet number to see if any standalone (i.e. aggregate) bandwidth requests arrived after that packet since these would supersede the bandwidth request information in the MR_PBBR-INFO.  confirms whether content of the message is superseded by a standalone BW request header (aggregate) with checking Packet Number if PN_Flag is set to 1 (valid).When If the Grant management Subheader MR_PBBR-INFO information is not superseded by a standalone BW request header or the PN_Flag is set to = 0 (invalid), the RS shall add the quantity of bandwidth requested in the MR_PBBR-INFO to its current perception of the bandwidth needs of the connection. 

When a RS incapable of decrypting MAC-PDUs detects Grant Management subheader on UGS connection from the type field of the GMH, it may   Although some RSs can not decrypt MAC-PDUs, all RSs can detect the presence of a grant management subheader by checking the type field of the GMH.  When an RS detects a grant management subheader but can not decrypt the MAC-PDU, it may decide to allocate a small amount of bandwidth to the associated connection as a temporary measure. MS sending the subheader.
Alternatively, The MR-BS may also disable piggybacked bandwidth requests for stations a MS, which attacheds to an access RS incapable of MAC-PDU decryption, from using piggybacked request  This is done by sending the appropriate Capabilities for Construction and Transmission of MAC PDUs TLV in an SBC-RSP message or Request/Transmission Policy TLV in a DSA-REQ/RSP message.


[Task group note: These procedures require the distributed security model where the TEK for the MS is distributed from the MR-BS to the access RS.]

Insert new subclause 6.3.6.7.1.1:

6.3.6.7.1.1 Distributed b Bandwidth requests handling and transmission in distributed mode with non-transparent RS

The bandwidth request from When it comes time to forward traffic upstream, an RS may come as a request uplink bandwidth via a stand-alone bandwidth request header or piggybacked onto other MAC PDUs. If it is a stand-alone bandwidth request header, it may come as a response to a poll (see 6.3.6.7.1.12.31) or as a result of a contention-based CDMA bandwidth request process (see 6.3.6.7.1.1.41). Because the uplink profile can change, all requests shall be made in terms of the number of bytes needed to carry the MAC header and payload, but not the PHY overhead. The bandwidth request header may be transmitted during any relay uplink allocation, except during initial ranging. 

An RS may combine the bandwidth requests that arrive from downstream subordinate stations during a given period of time along with the bandwidth needs of packets in queue into one BW bandwidth request header per QoS class. When resources are available, the upstream superordinate station will allocate bandwidth using the RS's Basic CID. The upstream superordinate station shall expect to receive concatenated (see Section 6.3.3.2) MAC PDUs with CIDs of transport or tunnel connections from stations further down the tree. 

In addition, the An RS can transmit an aggregate or incremental bandwidth request. When the upstream station receives an incremental bandwidth request, it shall add the quantity of bandwidth requested to its current perception of the bandwidth needs of the connection. When the upstream station receives an aggregate bandwidth request, it shall replace its perception of the bandwidth needs of the connection with the quantity of bandwidth requested. The Type field in the bandwidth request header indicates whether the request is incremental or aggregate. Since piggybacked bandwidth request do not have a type field, they shall always be incremental. 

The RS may transmit a BW request header soon after it receives a BW request header from one of its downstream subordinate stations (timed to yield an uplink allocation sequential to the arrival of those packets) instead of waiting for the actual packets to arrive in order to reduce delay in relaying traffic (see Figure x.160a). <Section note: the BW request headers defined for the relay link may be different from those defined for the access link to improve its BW utilization. This is TBD.>

Insert new subclause 6.3.6.7.1.2:

6.3.6.7.1.2 RS Bandwidth Ggrants in distributed mode with non-transparent RS

RS bandwidth requests may reference specific connections, while each bandwidth grant an RS receives from its upstream superordinate station is addressed to the RS Basic ID. identifier. <Section note: identifier is TBD.>. The RS can may schedule any MAC PDU on the bandwidth allocations it receives from its upstream superordinate station.

In an MR system with distributed scheduling, the MR-BS or a RS may send its subordinate RSs uplink scheduling information ahead of time (RSSCH management message) in advance to its subordinate RS via an RS-SCH management message., to indicate when and how much bandwidth it will schedule for the real time service in the future. Theis message RS scheduling information (RS-SCH management message) includes indicates when a given uplink bandwidth allocation will be granted to the subordinate RS (i.e. in how many frames), the size of the allocation, and which CID it is intended for. on which the user traffic is carried, the frame offset to indicate when the bandwidth will be granted, and the size of bandwidth allocation. The actual bandwidth grant is issued to the subordinate RS using a Data Grant IE in an upcoming UL-MAP as defined for single hop case. For In the case of periodical bandwidth grants, the RS scheduling information (RS-SCH management message) could need only be sent just once (see Figure 60c).
When an RS receives an RS-SCH management message with uplink scheduling information from its superordinate station (MR-BS or RS), it shall look up the “next hop” of the given CID.  Based on this scheduling information and the “next hop” of the CID, the RS can determine the appropriate bandwidth allocations on the uplinks it controls.  The RS can then forward its own RS-SCH management messages to its subordinate RSs to inform them of the bandwidth allocation decisions it makes.

RS scheduling information (RS-SCH management message) is generated by the MR-BS and sent to its subordinate RS until the MS’s access station is reached. Figure <XX> illustrates the bandwidth grant procedure using RS scheduling information (RS-SCH management message).

Insert new subclause 6.3.6.7.1.32.1:

6.3.6.7.1.32.1 Polling in distributed mode with non-transparent RS 

MR-BSs and RSs can allocate bandwidth to one or more downstream subordinate RS or a group of downstream RSs for the purpose of transmitting a bandwidth request header. This polling process on the relay link is the same as that defined for the access link in 6.3.6.3.

If the RS is regularly polled, it can transmit a bandwidth request header on the relay uplink to its superordinate station as soon as it detects impending uplink traffic senses the lack of bandwidth for its subordinate MSs and RSs, thereby reducing relaying delay (see Figure x.260d). 

Similar to the bandwidth grant, the periodic polls issued by the An MR-BS or a RS may inform to its a subordinate RS of an upcoming polling period may be accompanied with RS scheduling information ( via an RS-SCH management message). The RS scheduling information (RS-SCH management message) is generated by the MR-BS and sent to its subordinate RS until the access RS is reached. (see Figure 60e). YYY illustrates the polling procedure using RS scheduling information.
Insert new subclause 6.3.6.7.1.2.2:
6.3.6.7.1.2.2 Dedicated relay uplink channel allocation in distributed mode with non-transparent RS

After RS network entry and initialization, the RS may be assigned a dedicated uplink channel (RS UL_DCH) by its superordinate station.  If the RS is not allocated a dedicated relay uplink channel, it may request one.  The dedicated relay uplink channel is assigned via an RS_UL-DCH assignment IE in the R-MAP and is available beginning in the same frame as that R-MAP.

The initial (and minimum) size of a dedicated relay uplink channel shall be large enough for a management message, and it shall be allocated once every N frames.  This size can be increased or decreased based on traffic load.  The RS may calculate the traffic load periodically or in response to specific events.

When an MS adjusts its service flow requirements, it impacts the bandwidth requirements on all the dedicate relay uplink channels along the path to the MR-BS.  This service flow adjustment is communicated to the MR-BS via DSA, DSC, or DSD messages.  In response, the MR-BS may adjust the dedicated relay uplink channel of the subordinate RS that constitutes the “next hop” along the path to the MS by sending a new RS_UL-DCH assignment IE.  This IE contains size adjustment and the CID of the updated service flow.  Based on this information, the RS can determine whether the “next hop” to the MS contains yet another dedicated relay uplink channel that needs to be adjusted.

Insert new subclause 6.3.6.7.1.41.1:

6.3.6.7.1.41.1 Contention-based CDMA bandwidth requests in distributed mode with non-transparent RS

On the relay link, tThe contention-based CDMA bandwidth request process and its associated ranging codes on the relay link is are the same as thoseat used on the access link detailed in 6.3.6.5. The set of ranging codes used for bandwidth request on the relay link is the same as that used for the access link. 

Upon needing bandwidth, the RS shall select a ranging code with equal probability from the code subset allocated for bandwidth requests. This ranging code shall be modulated onto the ranging subchannels and transmitted during the appropriate relay uplink allocation. Upon detection of the ranging code, the RS's upstream superordinate station shall provide a relay uplink allocation using a CDMA_Allocation_IE specifying the transmit region and ranging code used by the RS. Once the RS determines it has been given an allocation by matching the transmit region and code it used against those specified by the CDMA_Allocation_IE, it shall use the allocation to transmit a bandwidth request header and/or data. If the upstream superordinate station does not issue a relay uplink allocation or if the bandwidth request header does not result in a bandwidth allocation, the RS shall assume a collision took place and follow the contention resolution specified in 6.3.8. The RS may reduce the latency of relaying traffic by sending a bandwidth request CDMA ranging code as soon as it receives one from a downstream station instead of waiting for the actual packets to arrive (see Figure 60b x.3).



4.  What subclauses will look like once changes are made
Insert new subclause 6.3.6.7.1:

6.3.6.7.1 Distributed bandwidth request and allocation with non-transparent RS

In relay systems with distributed bandwidth request and allocation, each MR-BS and RS individually determines the bandwidth allocations on the links it controls (i.e. downlinks to and uplinks from its subordinate stations) and creates its own MAPs reflecting these decisions.  As a result, the RS must be non-transparent.

The following subclauses specify bandwidth request and allocation procedures for the relay link (i.e. between an RS and its superordinate RS or MR-BS) in relay systems with distributed control. 

Insert new subclause 6.3.6.7.1.1:

6.3.6.7.1.1 Bandwidth request handling and transmission in distributed mode with non-transparent RS

An RS may receive bandwidth requests from its subordinate stations in a variety of forms such as the MAC signaling header, the grant management subheader, and the CDMA bandwidth request code.  Of these, only the grant management subheader may be encrypted.

Depending on whether the RS is capable of decrypting MAC-PDUs, there are two ways to handle the grant management subheader. RSs capable of decrypting MAC-PDUs shall handle all bandwidth requests locally; while RSs incapable of decrypting MAC-PDUs shall handle all bandwidth requests locally except for the grant management subheader.  For this type of RS, the encrypted grant management subheader is decrypted by the MR-BS and forwarded to the RS using an MR_PBBR-INFO message. 

When AES-CCM is used as the encryption algorithm, the MR-BS shall set the PN_Flag = 1 and indicate the packet number in the MR_PBBR-INFO message. The packet number is taken from the encrypted MAC-PDU that contains the grant management subheader. When other encryption algorithms are used, the PN_Flag and packet number shall be set to zero. 

When the RS receives an MR_PBBR-INFO with PN_Flag = 1, it checks the packet number to see if any standalone (i.e. aggregate) bandwidth requests arrived after that packet since these would supersede the bandwidth request information in the MR_PBBR-INFO.  If the MR_PBBR-INFO is not superseded or the PN_Flag = 0, the RS shall add the quantity of bandwidth requested in the MR_PBBR-INFO to its current perception of the bandwidth needs of the connection. 

Although some RSs can not decrypt MAC-PDUs, all RSs can detect the presence of a grant management subheader by checking the type field of the GMH.  When an RS detects a grant management subheader but can not decrypt the MAC-PDU, it may decide to allocate a small amount of bandwidth to the associated connection as a temporary measure.

The MR-BS may also disable piggybacked bandwidth requests for stations attached to an RS incapable of MAC-PDU decryption. This is done by sending the appropriate Capabilities for Construction and Transmission of MAC PDUs TLV in an SBC-RSP message or Request/Transmission Policy TLV in a DSA-REQ/RSP message.

When it comes time to forward traffic upstream, an RS may request uplink bandwidth via a stand-alone bandwidth request header or piggybacked onto other MAC PDUs. If it is a stand-alone bandwidth request header, it may come as a response to a poll (see 6.3.6.7.1.2.1) or as a result of a contention-based CDMA bandwidth request process (see 6.3.6.7.1.1.1). Because the uplink profile can change, all requests shall be made in terms of the number of bytes needed to carry the MAC header and payload, but not the PHY overhead. The bandwidth request header may be transmitted during any relay uplink allocation, except during initial ranging. 

An RS can transmit an aggregate or incremental bandwidth request. When the upstream station receives an incremental bandwidth request, it shall add the quantity of bandwidth requested to its current perception of the bandwidth needs of the connection. When the upstream station receives an aggregate bandwidth request, it shall replace its perception of the bandwidth needs of the connection with the quantity of bandwidth requested. The Type field in the bandwidth request header indicates whether the request is incremental or aggregate. Since piggybacked bandwidth request do not have a type field, they shall always be incremental. 

An RS may combine the bandwidth requests that arrive from subordinate stations during a given period of time along with the bandwidth needs of packets in queue into one bandwidth request header per QoS class. When resources are available, the superordinate station will allocate bandwidth using the RS's Basic CID. The superordinate station shall expect to receive concatenated (see Section 6.3.3.2) MAC PDUs with CIDs of transport or tunnel connections from stations further down the tree. 

The RS may transmit a BW request header soon after it receives a BW request header from one of its subordinate stations (timed to yield an uplink allocation sequential to the arrival of those packets) instead of waiting for the actual packets to arrive in order to reduce delay in relaying traffic (see Figure 60a). 

Insert new subclause 6.3.6.7.1.1.1:

6.3.6.7.1.1.1 Contention-based CDMA bandwidth request in distributed mode with non-transparent RS

On the relay link, the contention-based CDMA bandwidth request process and its associated ranging are the same as those used on the access link detailed in 6.3.6.5.

Upon needing bandwidth, the RS shall select a ranging code with equal probability from the code subset allocated for bandwidth requests. This ranging code shall be modulated onto the ranging subchannels and transmitted during the appropriate relay uplink allocation. Upon detection of the ranging code, the RS's superordinate station shall provide a relay uplink allocation using a CDMA_Allocation_IE specifying the transmit region and ranging code used by the RS. Once the RS determines it has been given an allocation by matching the transmit region and code it used against those specified by the CDMA_Allocation_IE, it shall use the allocation to transmit a bandwidth request header and/or data. If the superordinate station does not issue a relay uplink allocation or if the bandwidth request header does not result in a bandwidth allocation, the RS shall assume a collision took place and follow the contention resolution specified in 6.3.8. The RS may reduce the latency of relaying traffic by sending a bandwidth request CDMA ranging code as soon as it receives one from a downstream station instead of waiting for the actual packets to arrive (see Figure 60b).

Insert new subclause 6.3.6.7.1.2:

6.3.6.7.1.2 Bandwidth grant in distributed mode with non-transparent RS

RS bandwidth requests may reference specific connections, while each bandwidth grant an RS receives from its superordinate station is addressed to the RS Basic ID.  The RS may schedule any MAC PDU on the bandwidth allocations it receives from its superordinate station.

In an MR system with distributed scheduling, the MR-BS or RS may send its subordinate RSs uplink scheduling information ahead of time via an RS-SCH management message.  This message indicates when a given uplink bandwidth allocation will be granted to the subordinate RS (i.e. in how many frames), the size of the allocation, and which CID it is intended for. The actual bandwidth grant is issued to the subordinate RS using a Data Grant IE in an upcoming UL-MAP.  In the case of periodic bandwidth grants, the scheduling information need only be sent once (see Figure 60c).

When an RS receives an RS-SCH management message with uplink scheduling information from its superordinate station (MR-BS or RS), it shall look up the “next hop” of the given CID.  Based on this scheduling information and the “next hop” of the CID, the RS can determine the appropriate bandwidth allocations on the uplinks it controls.  The RS can then forward its own RS-SCH management messages to its subordinate RSs to inform them of the bandwidth allocation decisions it makes.

Insert new subclause 6.3.6.7.1.2.1:

6.3.6.7.1.2.1 Polling in distributed mode with non-transparent RS 

MR-BSs and RSs can allocate bandwidth to one or more subordinate RSs for the purpose of transmitting a bandwidth request header. This polling process on the relay link is the same as that defined for the access link in 6.3.6.3.

If the RS is regularly polled, it can transmit a bandwidth request header on the relay uplink to its superordinate station as soon as it detects impending uplink traffic thereby reducing relaying delay (see Figure 60d). 

An MR-BS or RS may inform a subordinate RS of an upcoming polling period via an RS-SCH management message (see Figure 60e). 

Insert new subclause 6.3.6.7.1.2.2:
6.3.6.7.1.2.2 Dedicated relay uplink channel allocation in distributed mode with non-transparent RS

After RS network entry and initialization, the RS may be assigned a dedicated uplink channel (RS UL_DCH) by its superordinate station.  If the RS is not allocated a dedicated relay uplink channel, it may request one.  The dedicated relay uplink channel is assigned via an RS_UL-DCH assignment IE in the R-MAP and is available beginning in the same frame as that R-MAP.

The initial (and minimum) size of a dedicated relay uplink channel shall be large enough for a management message, and it shall be allocated once every N frames.  This size can be increased or decreased based on traffic load.  The RS may calculate the traffic load periodically or in response to specific events.

When an MS adjusts its service flow requirements, it impacts the bandwidth requirements on all the dedicate relay uplink channels along the path to the MR-BS.  This service flow adjustment is communicated to the MR-BS via DSA, DSC, or DSD messages.  In response, the MR-BS may adjust the dedicated relay uplink channel of the subordinate RS that constitutes the “next hop” along the path to the MS by sending a new RS_UL-DCH assignment IE.  This IE contains size adjustment and the CID of the updated service flow.  Based on this information, the RS can determine whether the “next hop” to the MS contains yet another dedicated relay uplink channel that needs to be adjusted.
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