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1. Background

In 8.4.8.3.6 of IEEE 802.16e/D5, a MIMO precoding format is proposed. In this proposal, the output of the space-time encoder is weighted by a pre-coding weight matrix $W$, before being transmitted from the actual transmit antennas. However, this approach (Feedback type 0001 in table 298a) requires periodic feedback of the actual complex elements of the weight matrix $W$, and can be very demanding in terms of the feedback bandwidth (resources) needed to ensure the performance of the closed-loop system. Here we propose a structured closed-loop MIMO precoding method that does not require the actual feedback of the weight matrix $W$. Instead, for each transmit antenna size we construct a set of precoding matrices and let this set be known at both the BS and SS. Consequently, the SS only need to feedback to the BS the index to a precoding matrix within this set. The set of the matrices (or the codebook) can be constructed to achieve the desired performance and feedback bandwidth trade-off. Once the codebook is fixed, the number of feedback bits needed does not grow with the size of the matrix $W$ itself, unlike in the existing approaches. We show that with the proposed precoding method, near-optimal precoding MIMO performance can be achieved with reasonably low amount of feedback bits.

2. MIMO Precoding with Limited Feedback

2.1 Precoding for a particular subcarrier

Consider an $N_t$ transmit antenna, $N_r$ receive antenna MIMO system. Let $M_t$ be the number of spatially multiplexed data streams to be transmitted, and let the $M_t \times 1$ vector $x$ denotes the signals carried on these data streams, the precoding matrix is a $N_t \times M_t$ weight matrix that transform the $x$ vector into a $z$ vector, which is of size $N_t \times 1$:

$$z = Wx$$ (1)

note that the $z$ vector is the actual signal being transmitted on the transmit antennas. The signal received at the receive antennas are given as:

$$r = HWx + n$$ (2)

where $H$ is the channel matrix and $n$ is the AWGN noise vector.

If we do not have constraints on the feedback bandwidth, the optimal choice of $W$ is well-known to be the right singular vectors of $H$ matrix. However, feeding back these singular vectors can be very expensive, especially when fast update is needed in a system. Here we propose a structured closed-loop MIMO precoding method that does not require the actual feedback of the weight matrix $W$. Instead, for each transmit antenna size we construct a set of precoding matrices and let this set be known at both the BS and SS. We call this set of matrices as the “codebook” and denote it $P = \{P_1, ..., P_L\}$. Here $L = 2^q$ denotes the size of the codebook and $q$ is the number of (feedback) bits needed to index the codebook. Note that each matrix in the codebook is a unitary matrix and the design of the codebook is shown to be a subspace-packing problem in a Grassmann manifold [1][2]. We propose to use the structured block-circulant codebook designed in [1], as it requires the least amount of storage at both the transmitter and receiver.
Example:
Consider a 4 Tx, 2 Rx MIMO system. To feedback the W matrix directly, we would need $q = 4 \times 2 \times qc$ bits, where $qc$ is the number of bits needed to represented a complex number. With a typical precision of 8 bits for every real number, we have $qc = 2 \times 8 = 16$ and the total number of feedback bits $q = 4 \times 2 \times 16 = 144$ bits. In contrast, we state that a codebook of size $L=64$ is enough to retain most of the performance gain from precoding in this 4 by 2 MIMO system, meaning that we need only $q = \log_2 64 = 6$ feedback bits instead of 144 bits required by the direct feedback method. This results in tremendous reduction in the number of feedback bits needed.

Once the codebook is specified for a MIMO system, the receiver observes a channel realization, selects the best precoding matrix (codeword) to be used at the moment, and feedback the index of the codeword to the transmitter. The basic idea of the limited feedback precoding MIMO system is illustrated in Figure 1 below. The performance of the precoded MIMO system is illustrated in Figure 2 for a 2 Tx, 1 Rx narrowband system.

**2.1.1 Codebook Design**

We will separate out discussion into two parts. First, we discuss the codebook designs for partial-spatial-rate cases where $N_t > M_t$. We follow the design strategies in [1] for the partial-spatial rate case. Second, we show how to generate full-spatial-rate ($N_t = M_t$) codebooks from partial spatial rate codebooks.

**2.1.1.1 Codebooks for Partial-Spatial-Rate Transmission**

We adopt the design proposed in [1] where the cross-correlations of the codewords follow a block-circulant structure. In this design, a codebook is fully specified once the first codeword $P_1$ and a diagonal rotation matrix $Q$ is provided. The other codewords in the codebook are given by:

$$ P_l = Q P_1, \quad \text{for } l = 2, \ldots, L,$$

where $Q$ is a diagonal matrix fully parameterized by an integer vector $u \triangleq [u_1, \ldots, u_{N_t}]$.
Furthermore, in this design, the first codeword $P_1$ is chosen to be a $N_t \times M_t$ submatrix of the $N_t \times N_t$ DFT matrix $D_{N_t}$ whose $(m,n)$ element is specified as $(D_{N_t})_{m,n} = e^{j \frac{2\pi (m-1)(n-1)}{N_t}}$ where $1 \leq m, n \leq N_t$. Denoting $d_c$ as the $c^{th}$ column of the matrix $D_{N_t}$, the first codeword is the collection of $M_t$ columns parameterized by the set of column indices $c \triangleq \{c_1, \cdots, c_{M_t}\}$, i.e., $P_1 = [d_{c_1}, \cdots, d_{c_{M_t}}]$. In Table 1, we tabulate the choices of $u \triangleq [u_1, \cdots, u_{N_t}]$ and $c \triangleq \{c_1, \cdots, c_{M_t}\}$ for different transmitter antenna numb and $N_t$, and spatially multiplexed data stream number $M_t$. Note that the choice of $L$ is the result of trading off performance with number of feedback bits.

<table>
<thead>
<tr>
<th>$N_t$ (# of Tx Antennas)</th>
<th>$M_t$ (# of data streams)</th>
<th>$L$ / (log $L$)</th>
<th>Codebook size/ (feedback bits)</th>
<th>$c \triangleq {c_1, \cdots, c_{M_t}}$</th>
<th>Column indices</th>
<th>$u \triangleq [u_1, \cdots, u_{N_t}]$</th>
<th>Rotation Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>8 / (3)</td>
<td>[1]</td>
<td>$[1]$</td>
<td>[1, 0]</td>
<td>[1, 0]</td>
<td>[1, 0]</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>32 / (5)</td>
<td>[1]</td>
<td>$[1]$</td>
<td>[1, 26, 28]</td>
<td>[1, 26, 28]</td>
<td>[1, 26, 28]</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>32 / (5)</td>
<td>[1]</td>
<td>$[1]$</td>
<td>[1, 26, 28]</td>
<td>[1, 26, 28]</td>
<td>[1, 26, 28]</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>64 / (6)</td>
<td>[1]</td>
<td>$[1]$</td>
<td>[1, 8, 61, 45]</td>
<td>[1, 8, 61, 45]</td>
<td>[1, 8, 61, 45]</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>64 / (6)</td>
<td>[0, 1]</td>
<td>$[1]$</td>
<td>[1, 7, 52, 56]</td>
<td>[1, 7, 52, 56]</td>
<td>[1, 7, 52, 56]</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>64 / (6)</td>
<td>[0, 2, 3]</td>
<td>$[1]$</td>
<td>[1, 8, 61, 45]</td>
<td>[1, 8, 61, 45]</td>
<td>[1, 8, 61, 45]</td>
</tr>
</tbody>
</table>

Table 1. Codebook design for the partial-spatial rate cases ($N_t>M_t$)

2.1.1.1 Codebooks for Partial-Spatial-Rate Transmission

In this Section, we propose a full-rate solution for the MIMO OFDMA precoding problem of interest by “completing” partial-rate codebooks given in Table 1. To proceed, let us use $M_t = N_t = 4$ as an example to illustrate how the “completing” process works. We start with an underlying $N_t = 4$, $M_t = 3$ codebook as specified by the last row in Table 1: $\Pi(4,3) \triangleq \{P_1, \cdots, P_L\}$ where $L=64$ and $\Pi(4,3)$ denotes the codebook with $N_t=4$ and $M_t=3$. Note that in this codebook, each codeword is a $4 \times 3$ unitary matrix. For a given codeword $P_1$, we can find the basis vectors of the null space of $P_1$ in the four-dimensional complex vector space. Denoting $P_1^\perp$ as the basis vectors associated with the null space of $P_1$, the codebook for the full-rate $M_t = N_t = 4$ solution is given by:

$$\Pi(4,4) \triangleq \{[P_1, P_1^\perp], \cdots, [P_L, P_L^\perp]\} \triangleq \{\tilde{P}_1, \cdots, \tilde{P}_L\}$$

(3)

where each full-rate codeword is a $4 \times 4$ unitary matrix defined by $\tilde{P}_j \triangleq [P_j, P_j^\perp]$.

While the “completing” process is not unique, the advantage of the proposed codebook is that the number of required feedback bits
remains the same as the underlying partial-rate codebook, since the null-space basis vectors of each partial-rate codeword can be obtained at the transmitter without additional feedback.

2.1.2 Codeword Selection at the receiver

2.1.2.1 Codeword selection for Partial-Spatial-Rate Transmission

After a codebook is chosen, the receiver observes a channel realization and makes a decision on the optimal codeword (precoding matrix) to be used at the transmitter. The index of the optimal codeword is then sent back through the designated feedback channel to the transmitter. We note that several receiver structures can be used in this MIMO system, including maximum likelihood (ML) and linear Minimum Mean Square Error (LMMSE) receivers. For the MMSE receiver, the MSE at the output of the receiver is a function of the precoding matrix \( \mathbf{W} = \mathbf{P}_l \) used at the transmitter:

\[
MSE(\mathbf{P}_l) = \frac{E}{N_o} tr \left\{ \left( \mathbf{I}_{M_t} + \frac{E}{N_o N_o} \mathbf{P}_l^H \mathbf{H}^H \mathbf{H} \mathbf{P}_l \right)^{-1} \right\},
\]

and the receiver does the following simple optimisation to select the index of the precoding matrix to be conveyed to the transmitter:

\[
l_{opt} = \arg \min_{l \in [1, 2, \ldots, L]} MSE(\mathbf{P}_l).
\]

2.1.2.1 Codeword selection for Full-Spatial-Rate Transmission

If strong error correction coding is present, we simply try to align the underlying partial-rate codeword with the dominant singular vectors of the matrix. Let \( \mathbf{H} \overset{\Delta}{=} \mathbf{S} \mathbf{U} \tilde{\mathbf{V}} \) denote the SVD of the channel matrix and write the right singular matrix as \( \tilde{\mathbf{V}} \overset{\Delta}{=} [\mathbf{V}, \mathbf{V}^\perp] \), similar to what we did in relating a full-spatial-rate codeword with its underlying partial-rate codeword. Note that here the singular values are organized in condescending order in the matrix \( \mathbf{U} \). With this assumption we know that \( \mathbf{V} \) includes all the dominant right singular vectors and \( \mathbf{V}^\perp \) includes the least significant ones. Furthermore, the selection is a simple minimization of the Chordal distance between the significant singular vectors \( \mathbf{V} \) and the underlying partial-rate codewords:

\[
\mathbf{P}_{opt} = \arg \min_{l = 1, 2, \ldots, L} d_{cld}^2(\mathbf{V}, \mathbf{P}_l)
\]

while

\[
\mathbf{P}_{opt} = \arg \min_{l = 1, 2, \ldots, L} \frac{N_c}{\text{trace}}(\mathbf{A}^H \mathbf{B})^H \mathbf{A}^H \mathbf{B}
\]

where \( d_{cld}^2(\mathbf{A}, \mathbf{B}) = N_c - \text{trace}(\mathbf{A}^H \mathbf{B})^H \mathbf{A}^H \mathbf{B} \) is the Chordal distance between matrix \( \mathbf{A} \) and \( \mathbf{B} \) where the number of columns of each matrix is denoted by \( N_c \).

If the error correction is weak in the system, the codeword selection criteria is slightly different. At the output of an LMMSE or LMMSE/DFE receiver, the effective SNR of each spatial stream can be easily obtained once the biased introduced by LMMSE algorithm is removed from the signal at the filter output. Let us denote \( \gamma_k(\tilde{\mathbf{P}}_l) \), \( k = 1, \ldots, M_t \), as the SNR of the kth spatial stream at the LMMSE or LMMSE/DFE filter output, assuming that the lth codeword \( \tilde{\mathbf{P}}_l \) is applied at the transmitter. The receiver then tries to maximize the minimum of SNRs across all spatial streams by:
\[ \tilde{P}_{\text{opt}} = \arg \max_{P_{l,i}, i=1, \ldots, L} \min_{k=1, \ldots, M_t} \gamma_k(\tilde{P}_l). \]  

(7)

Alternatively, if we denote \( \xi_k(\tilde{P}_l) \), \( k = 1, \ldots, M_t \) as the post-filtering MSE of the kth spatial stream, assuming that the lth codeword \( \tilde{P}_l \) is applied at the transmitter, we can solve a mini-max problem that will reach the same selection as prescribed by (8):

\[ \tilde{P}_{\text{opt}} = \arg \min_{P_{l,i}, i=1, \ldots, L} \max_{k=1, \ldots, M_t} \xi_k(\tilde{P}_l). \]  

(8)

### 2.2 Multi-carrier OFDMA MIMO system

For a single carrier system, we have shown that by utilizing a codebook of unitary matrices, the proposed limited feedback MIMO method achieves near-optimal beamforming performance with very few feedback bits. The extension of this method to a MIMO OFDMA system with N subcarriers in a subchannel is straightforward, once we decide that the same codebook \( P = \{P_1, \ldots, P_L\} \) can be used for all N subcarriers. In a direct extension of the precoding to OFDMA, the receiver selects the optimal codeword for each subcarrier in the subchannel of a particular SS (subscriber station), and use \( q = \log_2 L \) bits to feedback the optimal codeword for that subcarrier. We denote this scheme (subcarrier) **independent precoding scheme**, in order to differentiate from a so-called **subspace-tracking precoding scheme** we introduce later. In the independent precoding scheme, we need a total of \( Nq \) bits to feedback the optimal codeword choices for the SS with N subcarrier.

**Example:**

Consider the same 4 Tx, 2 Rx MIMO system, but with \( N = 108 \) out of 128 subcarriers assigned. We again use a codebook of size \( L=32 \), meaning that we need \( q=\log_2 65 =6 \) feedback bits for each subcarrier and a total of \( 108*6 = 648 \) bits for the whole system. The amount of feedback bits required becomes large when \( N \) increases.

To further reduce the number of feedback bits required for an SS with a large number of subcarriers, we proposed a **subspace tracking precoding scheme** where the choices of precoding matrices are dependent across the subcarriers. The proposed approach exploits the statistical correlation of the neighbouring subcarrier channels in an OFDMA system. The idea originates from the fact that due to the statistical correlation between two neighbouring subcarriers, it is highly likely that the two desired precoding matrices reside within a small neighbourhood in the high-dimensional Grassmann manifold. Consequently, we devise a mechanism for recursive selection of precoding matrices, which we term subcarrier-tracking algorithm here. In this tracking algorithm, we start with the first subcarrier and use the full precision (\( q = \log_2 L \) bits) to select one of the best precoding matrix, \( W_1 \), out of \( 2^q \) possibilities.

Observing that the best precoding matrix for the second subcarrier, \( W_2 \), lives in the small neighbourhood of \( P_1 \), we are able to narrow our search. Assuming that the number of matrices in this small neighbourhood to be \( 2^{q'} (q' < q) \), we effectively reduce the number of feedback bits needed for the second subcarrier to \( q' \). Recursively repeating this process to cover all \( N \) subcarriers involved, and we end up with a total requirement of \( q+(N-1)q' \) feedback bits, which is much less than the \( N*q \) bits necessary for the non-tracking approach. The search for \( W_2 \) in the neighbourhood of \( W_1 \) is illustrated in Figure 2.
We summarize the *subspace tracking precoding scheme* as follows. Note here we assume that the codebook is the same across all the subcarriers. The codebook is $P = \{P_1, \ldots, P_L\}$, where $L = 2^q$ is the codebook size and $q$ is the feedback bits needed for the codeword selection from the whole codebook. Meanwhile, we used an additional parameter called step size for flexibility.

1. For the first subcarrier, use the full $q$ bits to select the precoding matrix $W_1$ out of the $L$ codewords.
2. Defining a step size $K$ such that $K|N$ ($K$ is a factor of $N$), we will skip the subcarriers 2,...,$K$ and move to subcarrier $K+1$. The search for $W_{K+1}$ will be limited in the neighbourhood of $W_1$ defined by the set $P_{S_1} = \{P_i : \text{s.t. } d(P_i, W_1) \leq \delta_1\}$, where $d(P_i, W_1) \triangleq M_i = \left\| P_i^H W_1 \right\|_F$ is the chordal distance between $P_i$ and $W_1$ in the Grassmann manifold, and $\left\| \cdot \right\|_F$ denotes Frobenius norm. The parameter $\delta_1$ is selected to chosen such that the size of the set $P_{S_1}$ is $\leq 2^{q'}$, where $q'$ denotes the number of feedback bits needed for the $K+1$ th subcarrier.
3. Repeat step 2 for subcarriers $2K+1, 3K+1, \ldots, (N/K-1)K+1$.

According to the above subspace tracking precoding scheme, the total number of bits required for all $N$ subcarriers is $q + \frac{N}{K} q'$ bits. The parameters $K$ and $q'$ are selected to achieve the best performance/feedback bandwidth tradeoff. In the Figure 4 below, we demonstrate the efficacy of the proposed algorithms using a 128 subcarrier, 32 guard carriers, 4 Tx, 2Rx MIMO OFDMA system.

**Full-spatial rate case.** The discussion above has assumed a partial-spatial rate system. However, it is straightforward to extend this tracking algorithm to the full-rate case by exploiting the structure of the full-rate codebook. In fact, since each codeword in the full-rate case $\tilde{P}_i \triangleq [P_i, P_i^\perp]$ is uniquely determined by the underlying partial-rate codeword $P_i$, it is easy to see that the tracking of a full-rate codeword $\tilde{P}_i$ reduces to the tracking of the underlying codeword $P_i$ across different sub-carriers.
3. Simulation Results

Several plots are provided here to verify the performance of the algorithms proposed.

![Graph 1](image1)

**Fig 3.** Goodput for 4Tx, 1Rx, 1 Spatial stream. One AMC Band with 32 data subcarriers used. Feedback delay is two 5 ms frames. Number of feedback CQICH required is one. Up to 7 dB gain over open-loop Rate 1, 4Tx STC with matrix A in the Spec.

![Graph 2](image2)

**Fig 4.** Goodput for 4Tx, 2Rx, 2 Spatial stream. One AMC Band with 32 data subcarriers used. Feedback delay is two 5 ms frames. Number of feedback CQICH required is one. Up to 7.5 dB gain over open-loop Rate 2, 4Tx STC with matrix B in the Spec.
Fig. 5. Simulation results for 2x2 MIMO OFDMA Band AMC mode with 32 data sub-carriers, QPSK, CC with rate ½, 3 bits feedback, Ped B 3km/h, 2 frame feedback delay, spatial correlation coefficient 0.2. About one dB gain is achieved compared with the open loop case (Matrix B for 2Tx STC in the spec)

4. Specific Text Changes
[Modify the following Table 298a in section 8.4.5.3.12.1]

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Size (bits)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>CQICH_Enhanced_Aloc_IE()</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extended DIUC</td>
<td>4</td>
<td>0x09</td>
</tr>
<tr>
<td>Length</td>
<td>4</td>
<td>Length in bytes of following fields</td>
</tr>
<tr>
<td>CQICH_ID</td>
<td>variable</td>
<td>Index to uniquely identify the CQICH resource assigned to the MSS</td>
</tr>
<tr>
<td>Period (=p)</td>
<td>2</td>
<td>A CQI feedback is transmitted on the CQICH every 2^p frames</td>
</tr>
<tr>
<td><strong>Frame offset</strong></td>
<td>3</td>
<td>The MSS starts reporting at the frame of which the number has the same 3 LSB as the specified frame offset. If the current frame is specified, the MSS should start reporting in 8 frames</td>
</tr>
<tr>
<td><strong>Duration (=d)</strong></td>
<td>3</td>
<td>A CQI feedback is transmitted on the CQI channels indexed by the CQICH_ID for $10 \times 2^d$ frames. If $d=0$, the CQICH is deallocated. If $d=111$, the MSS should report until the BS command for the MSS to stop.</td>
</tr>
</tbody>
</table>
| **$N_T$ actual BS antennas** | 3 | 001 = Reserved  
010 = 2 actual antennas  
011 = 3 actual antennas  
100 = 4 actual antennas  
101 = 5 actual antennas  
110 = 6 actual antennas  
111 = 7 actual antennas  
000 = 8 actual antennas |
| **Feedback_type** | 4 | 0000 = Open loop precoding. Pilots in burst to be precoded with $W$. SS to rely only on pilots in burst for channel estimation.  
0001 = Complex weight of specific element of $W$.  
0010 = Fast DL measurement  
0011 = Layer specific channel strengths  
0100 = MIMO mode and permutation zone feedback  
0101 = Feedback of subset of antennas to use.  
0110 = Feedback of the precoding matrix index. Where the set of precoding matrices is a pre-defined matrix codebook known at both the transmitter and receiver.  
0111 ~ 1111 reserved |
| **CQICH_Num** | 4 | Number of CQICHs assigned to this CQICH_ID is $(CQICH\_Num +1)$ |
| **for (i=0;i<CQICH\_Num;i++)** { |
| **Allocation index** | 6 | Index to the fast feedback channel region marked by UIUC=0 |
| } |
| if (Feedback_type != 0100) {  
MIMO_permutation_feedback cycle  } | 2 | 00 = No MIMO and permutation mode feedback  
01 = the MIMO and permutation mode indication shall be transmitted on the CQICH indexed by the CQICH_ID every 4 frames. The first indication is sent on the 8th CQICH frame.  
10 = the MIMO mode and permutation mode indication shall be transmitted on the CQICH indexed by the CQICH_ID every 8 frames. The first indication is sent on the 8th CQICH frame.  
11 = the MIMO mode and permutation mode indication shall be transmitted on the CQICH indexed by the CQICH_ID every 16 frames. The first indication is sent on the 16th CQICH frame. |
if (Feedback_type != 0110) {
    Feedback cycle for index of the precoding matrix }

<table>
<thead>
<tr>
<th>Feedback type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>00 = Feedback one precoding matrix index every frame, 00 = Feedback one precoding matrix index every 4th frame, 00 = Feedback one precoding matrix index every 8th frame, 00 = Feedback one precoding matrix index every 16th frame,</td>
</tr>
<tr>
<td>Padding</td>
<td>variable</td>
</tr>
</tbody>
</table>

[Add the following text into section 8.4.8.3.7]

The space time coding output can be weighted by a matrix before mapping onto transmit antennas:

\[ z = Wx \]

where \( x \) is a vector with the output from the space-time coding (per-subcarrier), \( M_c \) is the number of antennas at the output of the space-time coding scheme. The matrix \( W \) is an weighting matrix where the quantity \( N_t \) is the number of actual transmit antennas. The vector \( z \) contains the signals after weighting for the different actual antennas. The labeling of the elements in the weighting matrix \( W \) is performed in accordance with the example of \( W \) given below for the case of 4 actual antennas and 2 space-time coding output antennas:

\[
W = \begin{bmatrix}
W_{11} & W_{12} \\
W_{21} & W_{22} \\
W_{31} & W_{32} \\
W_{41} & W_{42}
\end{bmatrix}
\]

The space-time weighting matrix \( W \) belongs to a codebook \( P = \{ P_1, \ldots, P_L \} \), the codebook is fully specified once the first codeword \( P_1 \) and a diagonal rotation matrix \( Q \) is provided. The other codewords in the codebook are given by:

\[ P_l = Q^l P_1, \quad \text{for } l = 2, \ldots, L \]

where \( Q \) is a diagonal matrix fully parameterized by an integer vector \( u \triangleq [u_1, \ldots, u_{N_t}] \):

\[
Q = \begin{bmatrix}
e^{\frac{2\pi i}{L}} & 0 & & \\
& \ddots & & \\
0 & & \ddots & \\
& & & e^{\frac{2\pi i}{L} u_{N_t}}
\end{bmatrix}
\]

Furthermore, in this design, the first codeword \( P_1 \) is chosen to be a \( N_t \times M_t \) submatrix of the \( N_t \times N_t \) DFT matrix \( D_{N_t} \) whose \( (m,n) \) element is specified as \( (D_{N_t})_{m,n} = e^{\frac{2\pi i}{N_t} (m-1)(n-1)} \) where \( 1 \leq m, n \leq N_t \). Denoting \( d \) as the \( c \)th column of the matrix \( D_{N_t} \), the first codeword is the collection of \( M_t \) columns parameterized by the set of column indices \( c \triangleq [c_1, \ldots, c_{M_t}] \), i.e.,

\[ P_1 = [d_{c_1}, \ldots, d_{c_{M_t}}] \]
In Table eee, the choices of $u \triangleq [u_1, \cdots, u_{N_t}]$ and $c \triangleq [c_1, \cdots, c_{M_t}]$ are tabulated for different transmitter antenna number $N_t$ and spatially multiplexed data stream number $M_t$. Note that the choice of $L$ is the result of trading off performance with number of feedback bits.

<table>
<thead>
<tr>
<th>$N_t$ (# of Tx Antennas)</th>
<th>$M_t$ (# of data streams)</th>
<th>$L/(q=\log_2 L)$ Codebook size/ (feedback bits)</th>
<th>$c \triangleq [c_1, \cdots, c_{M_t}]$ Column indices</th>
<th>$u \triangleq [u_1, \cdots, u_{N_t}]$ Rotation Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>$8/(3)$</td>
<td>[1]</td>
<td>[1, 0]</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>$32/(5)$</td>
<td>[1]</td>
<td>[1, 26, 28]</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>$32/(5)$</td>
<td>[1]</td>
<td>[1, 26, 28]</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>$64/(6)$</td>
<td>[1]</td>
<td>[1, 8, 61, 45]</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>$64/(6)$</td>
<td>[0, 1]</td>
<td>[1, 7, 52, 56]</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>$64/(6)$</td>
<td>[0, 2, 3]</td>
<td>[1, 8, 61, 45]</td>
</tr>
</tbody>
</table>

For the full-spatial rate case, denoting $P_i^\bot$ as the basis vectors associated with the null space of $P_i$, the codebook for the full-rate $M_t = N_t$ solution is given by $(\Pi(N_t, M_t))$ denotes the codebook with $N_t$ Tx antennas and $M_t$ spatial streams):

$$\Pi(N_t, M_t) \triangleq \{[P_1, P_1^\bot], \cdots, [P_L, P_L^\bot]\} \triangleq \{\tilde{P}_1, \cdots, \tilde{P}_L\}$$

After a codebook is chosen, the receiver observes a channel realization and makes a decision on the optimal codeword (precoding matrix) to be used at the transmitter. The index of the optimal codeword is then sent back through the designated feedback channel to the transmitter. We note that several receiver structures can be used in this MIMO system, including maximum likelihood (ML) and linear Minimum Mean Square Error (LMMSE) receivers. For the partial-spatial-rate case, the MSE at the output of the receiver is a function of the precoding matrix $W = P_i$ used at the transmitter:

$$MSE(P_i) = \frac{E_{\tilde{X}}}{N_o} \text{tr} \left( \frac{E_{\tilde{X}}}{N_o} P_i^H H P_i \right)^{-1}$$

and the receiver does the following simple optimization to select the index of the precoding matrix to be conveyed to the transmitter:

$$I_{opt} = \arg \min_{I \in \{1, 2, \cdots, L\}} MSE(P_i).$$

For full-spatial-rate system with strong error correction in the system (rate $1/2$), the selection is a simple minimization of the Chordal distance between the significant singular vectors $V$ and the underlying partial-rate codewords:

$$\tilde{P}_{opt} = \{P_{opt}, P_{opt}^\bot\} \quad \text{while}$$

$$P_{opt} = \arg \min_{P_{\bot}, I = 1 \cdots, L} d_{\text{cfd}}^2(V, P_i).$$
where \( d^2_{ch}(A, B) \triangleq N_c - \text{trace}((A^H B)^H A^H B) \) is the Chordal distance between matrix \( A \) and \( B \) where the number of columns of each matrix is denoted by \( N_c \).

For full-spatial-rate system with weak error correction in the system (rate 2/3 or 3/4), let us denote \( \gamma_k(\hat{P}_l) \), \( k = 1, \ldots, M_t \), as the SNR of the \( k \)th spatial stream at the LMMSE or LMMSE/DFE filter output, assuming that the \( l \)th codeword \( \hat{P}_l \) is applied at the transmitter. The receiver then tries to maximize the minimum of SNRs across all spatial streams by:

\[
\hat{P}_{opt} = \arg \max_{l=1,\ldots,L} \min_{k=1,\ldots,M_t} \gamma_k(\hat{P}_l).
\]

Alternatively, if we denote \( \xi_k(\hat{P}_l) \), \( k = 1, \ldots, M_t \) as the post-filtering MSE of the \( k \)th spatial stream, assuming that the \( l \)th codeword \( \hat{P}_l \) is applied at the transmitter, we can solve a mini-max problem that will reach the same selection as prescribed by (8):

\[
\hat{P}_{opt} = \arg \min_{l=1,\ldots,L} \max_{k=1,\ldots,M_t} \xi_k(\hat{P}_l).
\]

In the broadband (FUSC or PUSC mode) the feedback bits of each subcarriers are obtained by:

1. For the first subcarrier, use the full \( q \) bits to select the precoding matrix \( W_1 \) out of the \( L \) codewords.

2. Defining a step size \( K \) such that \( K|N \) (\( K \) is a factor of \( N \)), we will skip the subcarriers \( 2, \ldots, K \) and move to subcarrier \( K+1 \). The search for \( W_{K+1} \) will be limited in the neighbourhood of \( W_1 \) defined by the set

\[
P_{S_1} = \{ P_i \mid d(P_i, W_1) \leq \delta_1 \} \text{ where } d(P_i, W_1) \triangleq M_t - \| P_i^H W_1 \|_F^2 \text{ is the chordal distance between } P_i \text{ and } W_1 \text{ in the Grassmann manifold, and } \| \cdot \|_F \text{ denotes Frobenius norm. The parameter } \delta_1 \text{ is selected to chosen such that the size of the set } \| P_{S_1} \| \leq 2^{q'} \text{, where } q' \text{ denotes the number of feedback bits needed for the } K+1 \text{ th subcarrier.}

3. Repeat step 2 for subcarriers \( 2K+1, 3K+1, \ldots (N/K-1)K+1 \).

4 References
