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1.1 Overview

This document describes an optional MAC sublayer supporting fast failure recovery (failover) and load balancing for dual interconnected RPR rings. While proprietary implementations of this function have been deployed, a standard method is desirable in order to advance RPR in the marketplace. 
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Figure 1:  Use of a Dual Interconnection Protocol 
1.1.1 Architecture overview

Figure 1 illustrates the use of a dual interconnected ring in an RPR-based aggregation network.. The figure shows a proposed Dual Interconnection Protocol (DIP) providing the means for coordination between points of ring intersection.  DIP prevents data loops in the domain of the interconnected RPR rings and provides protection of inter-ring traffic in case of failure of one of the bridges in the pair
. The protection mechanism operates properly in the presence, or absence, of load-balancing across the bridges.

1.2 Dual Interconnection Protocol (DIP) reference model

The media access control (MAC) service and reference model described in section 6.1(802.17-2004) is unchanged by the DIP function except for the insertion of a DIP sublayer, as illustrated in Figure 2. 
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Figure 2. RPR service and reference model relationship to the ISO/IEC OSI  reference model

1.3 Principles of operation

This section describes the principles of DIP sublayer operation. The key elements of DIP operations are:

a) Load balancing

b) Loop prevention

c) Group based primary/secondary bridge selection

d) Interconnected pair protection 

e) Interconnection state machine

f) DIP MAC control frame 

1.3.1 Load balancing
A DIP participant bridge may classify traffic as belonging to Group 1 or Group 2, based on VLAN ID, Source MAC Address, and/or Destination MAC Address.
Table 1 provides an example of VID-based classification.  Load sharing is performed by assigning Group 1 to one of the bridges and Group 2 to the other when both bridges are operational.  In the event of failure of one of the bridges, the operation bridge forwards traffic associated with both groups.  In the absence of load balancing, all traffic is classified as belonging to one group.
Table 1 VID-based classification

	
	VLAN ID 

	Group 1 
	0~2047

	Group 2 
	2048~4095


1.3.2 Loop Prevention
Loops are prevented by the assignment of exactly one of the two groups to each bridge.  By this means, a frame is prevented from crossing one bridge, and returning on the other.  In the event of failure of one of the bridges, all traffic is assigned to the remaining bridge and loops are not possible.
1.3.3 Group based Primary/secondary bridge selection

At first, the primary/secondary role is based on the particular group of traffic aforementioned. That is a different bridge may be Primary for a different group of traffic. For example, in Figure 5, for traffic group1, the primary bridge is C1, and the same time bridge C1 is the secondary bridge for traffic group2. In the implementation, there should maintain different state information based on different traffic groups.

It’s presumed that for each traffic group each interconnected RPR bridge associates with a priority to decide which interconnected RPR bridge should be selected as the primary one. When the priority values coincidently are the same between the two interconnected RPR stations, then the bridge identifier is used to break the tie. The priority value and the bridge identifier shall be configured through SNMP.  The priority value is within the range 0 to 255, the default value is 100. The bridge with the largest priority value for a particular traffic group shall be selected as the primary bridge for this traffic group. When selected as the primary bridge for the particular traffic group, the interconnected RPR bridge takes the responsibility to forward this group traffic between the interconnected rings. Otherwise the interconnected RPR bridge functions as the secondary RPR bridge, and blocks the ports, for this particular traffic group, which interconnect with the other RPR ring.

Each DIP sublayer instance periodically sends an announcement. The announcement contains the local bridge priorities for different traffic groups, the current state for the different traffic groups.  The announcement is formatted as a MAC control frame and is interpreted only by DIP-capable bridges. When the interconnected RPR bridge receives the advertisement message, after validate the message, the priority value is compared with the locally saved priority value to decide the primary or secondary role for the specific traffic group.
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Figure 5 the primary and secondary bridge for the particular traffic group

1.3.4 Interconnected pair protection
Each bridge in a DIP pair periodically references the topology database of each of the interconnected rings to determine whether its partner bridge is active.  The reference is made after topology convergence has occurred.
If the primary interconnected RPR bridge fails, RPR TP mechanism can be used to detect the defect and accordingly update the topology database. The secondary interconnected RPR bridge then check the topology database after the convergence reach, and know that the primary interconnected RPR bridge fails, then the secondary bridge shall change to the primary bridge. Immediately the new primary bridge shall send out an update message for each ring to enforce all other stations refresh the association forwarding table. The update messages will enforce the other stations to delete or disable the entries which the old primary interconnected RPR bridge as the target address. This will be further explained in companion document “DIP overview.ppt” which describes the data flow process. Figure 6 illustrates the protection process flow.

The convergence can be reached in 100ms using this protection mechanism for the interconnected rings. 
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Figure 6 The interconnected RPR bridge protection process flow

1.3.5 DIP state machine

Figure 7 describes the state machine for the interconnected RPR bridge. Each interconnected bridge maintains the separate state machine based on different traffic groups. The following is a generic state machine description based on one of the traffic groups.
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Figure 7 Interconnected RPR bridge state machine
1.3.5.1 Initialization

If a Startup event is received, and after the advertisement interval, the advertisement messages from other interconnected RPR bridge are received, then:

   -  If the local particular traffic group priority value > the received messages’ priority value of the particular traffic group

         Transition to the Master state for the specific traffic group.
      else if the local RPR priority value = the received messages’ priority value 

       If the local RPR Device ID > the received messages’ RPR device ID

          Transition to the Master state for the specific traffic group

      else

          Transition to the Backup state for the specific traffic group

else

            Transition to the Backup state for the specific traffic group

        endif
     endif
1.3.5.2 Master state

While in the master state, the interconnected RPR bridge functions as the forwarding bridge between the interconnected rings, and must do the following:

· Send out the advertisement message periodically.

· Forward the traffic which destined to the interconnected RPR ring.

· Forward the traffic which destined to other nodes in the local ring

· If an advertisement message is received, then:

If the priority in the advertisement message is greater than the local priority, or if the priority in the advertisement message is equal to the local priority and the bridge identifier of the sender is greater than the local bridge identifier, then:

     Transit to the Backup state for the specific traffic group

endif

endif
1.3.5.3 Backup state

The purpose of the Backup state is to monitor the availability and state of the primary node. While in this state, the interconnected RPR bridge must do the following:
· Send out the advertisement message periodically.

· Must not forward the traffic destined to the interconnected ring.

-   Forward the traffic destined to the node in the local ring.

-   Check the topology database to monitor the state of the primary interconnected RPR bridge periodically when at the stable state.

-   If the topology changes, and after the convergence, the secondary bridge check the topology database to get the state of the primary node,
       If the primary bridge fails, then:
Transition to the Master state

endif
endif
· If an advertisement message is received, then:

If the priority in the advertisement message is less than the local priority, or if the priority in the advertisement message is equal to the local priority and the bridge identifier of the sender is less than the local bridge identifier, then:

Transit to the Master state for the specific traffic group

endif

endif
1.3.6 DIP MAC control frame

DIP MAC control frame conforms to the MAC control frame format defined in 802.17-2004.  The controlType value is 0x0C.

	0x0C
	CT_DIP_PROT
	Dual Interconnection protocol frame


DIP MAC control frame can be unicast or broadcast frame. DIP MAC control frame is always sent via ClassA and is not fairness eligible.
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� DIP does not change the RPR per-ring protection mechanisms.
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