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Proposed modification to 802.20 requirements document Rev. 10 [1]
Current text:  

4.1.8 
Latency (open)

The AI shall minimize the round-trip times (RTT) and the variation in RTT for acknowledgements, within a given QoS traffic class. The RTT over the airlink for a MAC data frame is defined here to be the duration from when a data frame is received by the physical layer of the transmitter to the time when an acknowledgment for that frame is received by the transmitting station. The airlink MAC frame RTT, which can also be called the “ARQ loop delay,” shall be less than 10 ms. Fast acknowledgment of data frames allows for retransmissions to occur quickly, reducing the adverse impact of retransmissions on IP packet throughput. This particularly improves the performance of gaming, financial, and other real-time low latency transactions.
4.1.9 Frame Error Rate (OPEN)

The air interface shall support two modes of operation, one for delay sensitive applications and one for error sensitive applications.  Note to Evaluation Criteria Group: The evaluation criteria shall require demonstration of the frame error rate for error sensitive modes. The evaluation criteria shall require demonstration of the latency for delay sensitive modes.
Proposed Text: Combining 4.1.8 and 4.1.9 
4.1.8 
Latency and Packet Error Rate

The system shall support a variety of traffic classes with different latency and packet error rates performance, in order to meet the end-user QoS requirements for the various applications, as recommended by ITU [2]. Based on the classification of traffic in accordance with the QoS architecture as described in Section 4.4.1 [3,4,5,6], appropriate latency and packet error rate performance targets can be associated with each class.

To support the Expedited Forwarding traffic class, the latency should be as low as possible while the corresponding packet error rate should be low enough to support real-time conversational audio/video applications, and near zero for error intolerant, delay sensitive data applications such as Telnet, interactive games.

For the Best Effort traffic class, the packet error rate performance should comply with the requirement as stated in IEEE Std. 802 -2001 [7], quoted as follows:
“The probability that a MAC Service Data Unit (MSDU) is not delivered correctly at an MSAP due to the operation of the Physical layer and the MAC protocol, SHALL be less than 8 x 10-8  per octet of MSDU length.”
Rationale: As discussed in contribution C802.20-03/106 [9], applications can be classified into different categories based on their end-user requirements [2,10,11]. In order to support various IP-based data applications optimally, the PHY and MAC standard should be able to support the different QoS levels as required by the different traffic classes. After taking into consideration the discussions on the proposed text in November’s meeting, the current proposed text is more generic, leaving the specific performance requirements to be included in the evaluation criteria or minimum performance requirements document in the future. For the best effort traffic type, it should still be able to meet the requirement stated in the original IEEE Std. 802-2001 [7,8]. See also email response posted on the requirements’ group reflector on Jan 7, 2004, as attached in the Appendix.
4.2.3
Performance under Mobility & Delay Spread (open)

The system is expected to work in dense urban, suburban and rural outdoor-indoor environments and the relevant channel models shall be applicable. The system shall NOT be designed for indoor only and outdoor only scenarios. The system should support 95% (TBR) of the channel models with various delay spread values in each of the above environments. 
Rationale: As a mobile user travels at significantly high speed, the mobile terminal (MT) may experience a mix of time-varying channel conditions. It seems unclear what percentage of time a MT may experience a certain delay spread value. Information presented in Contribution C802.20-03/77 [12] showed that there can be significant percentage of channels with delay spread more than 5 micro-seconds. The current change is to make sure the adopted standard would perform satisfactorily in a high enough percentage of the channel environments. 
Appendix: 
Email discussions posted on the Requirements’ group reflector
Latency and Packet Error rate (4.1.8)

From: Lai-King Tee [a.tee@samsung.com]

Sent: Tuesday, January 06, 2004 7:45 PM

To: 'Migaldi Scott-W10265'; 'Branislav Meandzija'; 'Humbert, John J

[NTWK SVCS]'; 'stds-80220-requirements@ieee.org'

Cc: 'Landon, Jim [GMG]'

Subject: RE: stds-80220-requirements: Latency and Packet Error rate

(4.1.8)

The four classes of traffic are similar to ITU recommendations G.1010. One possibility would be to determine the corresponding performance targets for each of the classes, then map these classes to the DiffServ classes. My original suggestion is to bypass the translation between the four ITU classes and DiffServ classes. Based on my understanding, an application should have already been placed into an appropriate DiffServ class at the network layer before the data packets get to the MAC and PHY layers. In that case, we need only to specify the performance requirements for 802.20 to support the various DiffServ classes, which in turn depend on the end user requirements for the various applications. 

I think that the IETF document as quoted:  "draft-baker-diffserv-basic-classes-01.txt" is a good reference as it provides guidelines for configuring the DiffServ classes to meet various application requirements.  Would anybody know if there would be a similar replacement for this draft after this particular document expires on April 2004? 

While this Internet draft provides a detail description on how to use the different DiffServ classes, the required probability of packet loss or error rate is not very clear. For example, for the Low Latency Service class, it was stated in the draft (page 25) that: “The probability of loss of CS3 traffic may not exceed the probability of AF21 and AF21  traffic may not exceed the probability of loss of AF22 traffic, which in turn may not exceed the probability of loss of AF23.” 

This Internet draft would be very helpful in terms of mapping an application to a DiffServ class, and to determine the "relative" performance between different classes and subclasses. However, it seems that we still have to face the problem of determining the error rate limits for the different classes of traffic somewhere, such as in the evaluation criteria document or some kinds of minimum performance requirements standard, if not in the current requirements document. Even in the 3GPP standard, there are various service classes defined to support different latency and error rate performance targets, as quoted in November's contribution C802.20-03/106.

Best regards,

Anna.

-----Original Message-----
From: owner-stds-80220-requirements@majordomo.ieee.org [mailto:owner-stds-80220-requirements@majordomo.ieee.org] On Behalf Of Migaldi Scott-W10265

Sent: Tuesday, January 06, 2004 3:30 PM

To: 'Branislav Meandzija'; Humbert, John J [NTWK SVCS]; stds-80220-requirements@ieee.org

Cc: Landon, Jim [GMG]

Subject: RE: stds-80220-requirements: Latency and Packet Error rate (4.1.8 )

This is a good step forward and I offer a more streamlined requirement for the group's consideration . This requirement is similar to those found in other wireless data service specification and requirements documents.

--

The system shall support a variety of traffic classes with different latency and packet error rate requirements as suggested in the RFC "Configuration Guidelines for DiffServ Service Classes" http://www.ietf.org/internet-drafts/draft-baker-diffserv-basic-classes-01.txt.

Class                Attributes of Traffic

-----------------------------------------------------------

Conversational  |    Two-way, low delay, low data loss

                |     rate, sensitive to delay variations.

-----------------------------------------------------------

Streaming       |    Same as conversational, one-way,

                |    less sensitive to delay. May require

                |    high bandwidth.

-----------------------------------------------------------

Interactive     |    Two-way, bursty, variable

                |     bandwidth requirements moderate

                |    delay, moderate data loss rate

                |    correctable in part.

-----------------------------------------------------------

Background      |   Highly tolerant to delay and data

                |   loss rate has variable bandwidth.

-----------------------------------------------------------

-----Original Message-----

From: Branislav Meandzija [mailto:bran@arraycomm.com]

Sent: Tuesday, November 18, 2003 21:11

To: Humbert, John J [NTWK SVCS]; stds-80220-requirements@ieee.org

Cc: Landon, Jim [GMG]

Subject: RE: stds-80220-requirements: Latency and Packet Error rate

(4.1.8)

(Please ignore my first message on this subject, this is the complete text) Given that the air interface is going to be used for IP traffic in the DiffServ context, I propose we replace the text of 4.1.8 and 4.1.9 with the following paragraph or delete it as the below requirement is implied by 4.1.14 and 4.4.1:

Proposed Text: combining 4.1.8 and 4.1.9 or delete 4.1.8 and 4.1.9

4.1.8
Latency and Packet Error Rate 

The system shall support a variety of traffic classes with different latency and packet error rate requirements as suggested in the RFC "Configuration Guidelines for DiffServ Service Classes" http://www.ietf.org/internet-drafts/draft-baker-diffserv-basic-classes-01.txt.

Rationale

The service classes, specified in the RFC, define the required treatment for IP traffic in order to meet user, application or network expectations. The RFC associates application requirements with the different service classes and suggests packet flow treatment (i.e. Active Queue Management techniques). Different operators are given the flexibility to define different latency targets and packet error rates in conjunction with system specifications and SLAs within the framework meaningful for IP networks and defined by DiffServ and the RFC. The Table 1 below (from the RFC) illustrates the relationship between service classes and DS codepoint(s) assignment    with application examples (application requirements are in the RFC). Table 2 (also from the RFC) summarizes suggested QoS mechanisms used for each class.

    ------------------------------------------------------------------ 

   |   Service     |  DSCP   |    DSCP     |       Application        | 

   |  Class name   |  name   |    value    |        Examples          | 

   |===============+=========+=============+==========================| 

   |Administration |  CS7    |   111000    | Heartbeats, SSH, Telnet  | 

   |---------------+---------+-------------+--------------------------| 

   |Network Control|  CS6    |   110000    | Network routing          | 

   |---------------+---------+-------------+--------------------------| 

   | Telephony     | EF,CS5  |101010,101000| IP Telephony             | 

   |---------------+---------+-------------+--------------------------| 

   | Multimedia    |AF41,AF42|100010,100100| Video conferencing       | 

   | Conferencing  |  AF43   |100110       | Interactive gaming       | 

   |---------------+---------+-------------+--------------------------| 

   | Multimedia    |AF31,AF32|011010,011100|Broadcast TV, Pay per view| 

   | Streaming     |AF33, CS4|011110,100000|Video surveillance        | 

   |---------------+---------+-------------+--------------------------| 

   | Low Latency   |AF21,AF22|010010,010100|Client/server transactions| 

   |   Data        |AF23, CS3|010110,011000|peer-to-peer signaling    | 

   |---------------+---------+-------------+--------------------------| 

   |High Throughput|AF11,AF12|001010,001100|Store&forward applications| 

   |    Data       |AF13, CS2|001110,010000|Non-critcal OAM&P         | 

   |---------------+---------+-------------+--------------------------| 

   |    Standard   | DF,(CS0)|   000000    | Undifferentiated         | 

   |               |         |             | applications             | 

   |---------------+---------+-------------+--------------------------| 

   | Low Priority  | CS1     |   001000    | Any flow that has no BW  | 

   |     Data      |         |             | assurance                | 

    ------------------------------------------------------------------ 

                 Table 1: DSCP to Service Class Mapping 

    ------------------------------------------------------------------ 

   |  Service      | DSCP | Conditioning at   |   PHB   | Queuing| AQM| 

   |   Class       |      |    DS Edge        |Reference|        |    | 

   |===============+======+===================+=========+========+====| 

   |Administration | CS7  |Police using sr+bs | RFC2474 |Priority| No | 

   |---------------+------+-------------------+---------+--------+----| 

   |Network Control| CS6  |Police using sr+bs | RFC2474 |  Rate  | No | 

   |---------------+------+-------------------+---------+--------+----| 

   | Telephony     |EF,CS5|Police using sr+bs | RFC3246 |Priority| No | 

   |---------------+------+-------------------+---------+--------+----| 

   |               | AF41 |                   |         |        | Yes| 

   | Multimedia    | AF42 |  Using trTCM      | RFC2597 |  Rate  | per| 

   | Conferencing  | AF43 |   (RFC2698)       |         |        |DSCP| 

   |---------------+------+-------------------+---------+--------+----| 

   |               | AF31 | Police using sr+bs|         |        |    | 

   |               |------+-------------------|         |        | Yes| 

   | Multimedia    | AF32 | Police sum using  |         |  Rate  | per| 

   | Streaming     | AF33 |      sr+bs        | RFC2597 |        |DSCP| 

   |               |------+-------------------|         |        |----| 

   |               | CS4  |Police using sr+bs |         |        | No | 

   |---------------+------+-------------------+---------+--------+----| 

   |               | AF21 |                   |         |        | Yes| 

   |    Low        | AF22 |  Using srTCM      |         |        | per| 

   |   Latency     | AF23 |   (RFC 2697)      | RFC2597 |  Rate  |DSCP| 

   |    Data       |------+-------------------|         |        |----| 

   |               | CS3  |Police using sr+bs |         |        | No | 

   |---------------+------+-------------------+---------+--------+----| 

   |               | AF11 |                   |         |        | Yes| 

   |    High       | AF12 |  Using srTCM      |         |        | per| 

   |  Throughput   | AF13 |   (RFC 2697)      | RFC2597 |  Rate  |DSCP| 

   |    Data       |------+-------------------|         |        |----| 

   |               | CS2  |Police using sr+bs |         |        | No | 

   |---------------+------+-------------------+---------+--------+----| 

   |   Standard    | DF   | Not applicable    | RFC2474 |  Rate  | Yes| 

   |---------------+------+-------------------+---------+--------+----| 

   | Low Priority  | CS1  | Not applicable    | pdb-le  |  Rate  | Yes| 

   |     Data      |      |                   |  -draft |        |    | 

    ------------------------------------------------------------------ 

     Table 2: Summary of QoS Mechanisms used for each Service Class 

-----Original Message-----

From: owner-stds-80220-requirements@majordomo.ieee.org [mailto:owner-stds-80220-requirements@majordomo.ieee.org]On Behalf Of Humbert, John J [NTWK SVCS]

Sent: Thursday, November 13, 2003 4:13 PM

To: stds-80220-requirements@ieee.org

Cc: Landon, Jim [GMG]

Subject: stds-80220-requirements: Latency and Packet Error rate (4.1.8)

Attached is the contribution that Anna provided at the Plenary meeting,  

1)      The CG needs to come to consensus on the TBR  values. 

2)      Is there still a need to specify ARQ loop delay to be consistent with the PAR? 
<<Latency&PacketErrorRate.doc>>


 

John J. Humbert






6220 Sprint Parkway Mailstop KSOPHD0504 - 5D276

Overland Park, KS 66251-6118
PCS (816) 210-9611
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Performance under mobility & Delay Spread (4.2.3)
From: owner-stds-80220-requirements@majordomo.ieee.org on behalf of Humbert, John J [NTWK SVCS] [JHumbe01@sprintspectrum.com]

Sent: Wednesday, November 12, 2003 12:56 PM

To: stds-80220-requirements@ieee.org

Cc: Seagren, Chris E [NTWK SVCS]; Sheikh, Khurram P [GMG]; Landon, Jim [GMG]; Machamer, Doug L [GMG]; Mcginniss, Dave S [GMG]; Rausch, Walter F [GMG]

Subject: stds-80220-requirements: Performance under mobility & Delay Spread (4.2.3)

This is one of the sections discussed at the plenary meeting that remanded back to the CG for resolution. The opinions expressed at the Plenary are so divergent that it’s going to be a challenge for the CG to develop a consensus text that will satisfy the majority of the members of the WG. 

Any suggestions on which version of the proposed text we should start with? 

• Current text: 

· "The system should support a delay spread of at least 5 micro-seconds." 
• Proposed Text 
· "The system should support a delay spread contained within the 802.20 channel models. 
· The system should support a delay spread of at least 5 micro-seconds. The upper limit for comparing the degradation caused by delay spread is bounded by the channel models selected for 802.20.

· "The system should support a delay spread of at least 5 micro-seconds with 100% link Reliability.”

· "The system shall support a delay spread of at least 5 micro-seconds." 

John J. Humbert

6220 Sprint Parkway

Mailstop KSOPHD0504 - 5D276

Overland Park, KS 66251-6118

PCS (816) 210-9611

From: owner-stds-80220-requirements@majordomo.ieee.org on behalf of

Lai-King Tee [a.tee@samsung.com]

Sent: Wednesday, October 29, 2003 3:40 PM

To: 'Michael Youssefmir'

Cc: stds-80220-requirements@ieee.org

Subject: RE: stds-80220-requirements: suggestion to modify section 4.2.3 in 802.20 requirements Rev 8b

Hi Mike,

Thanks for your comments. I have noticed that section 4.2.3 is still marked as an open issue in Rev. 8b, and it is also one of the items on the schedule that John has sent out a few weeks ago.  

During the meeting in Singapore, Jin-Weon Chang has presented a contribution (C802.20-03/77, jointly by DS Park & Joseph Cleveland) on the delay spread profiles for mobile channels. In some of the channel models that were specified by ITU, 3GPP or COST 259, the delay spread can be larger than 10 microseconds. Thus, it may be too limited if the future 802.20 system can only work in channel environments that have delay spreads of 5 microseconds or less. 

The suggestion was to have a high-level requirement that would ensure the system could perform satisfactorily in the mobile channel environments, with a high enough probability, without mentioning any parameter related to the channel models. 

Best regards,

Anna.

-----Original Message-----

From: Michael Youssefmir [mailto:mike@arraycomm.com] 

Sent: Monday, October 27, 2003 4:52 PM

To: Lai-King Tee

Cc: stds-80220-requirements@ieee.org; Michael Youssefmir

Subject: Re: stds-80220-requirements: suggestion to modify section 4.2.3 in 802.20 requirements Rev 8b

Hi Anna,

My feeling is that the group spent considerable time in discussing the text for this section before deciding on the text:

"The system should support a delay spread of at least 5 micro-seconds."

By adding the 90% link reliability, I understand that you are attempting to strengthen this requirement. However, I am afraid that specifying the link reliability by itself is difficult because it naturally depends on the channels models employed and we are not specifying these in the requirements document.  At a high level 5 micro-seconds is enough of an indication to the evaluation group and they will fill in the details of how well proposals should stack up statistically against this requirement and what statistical channel model to use. So I propose that we leave this section as is and not reopen the subject unless we absolutely must.

Mike

On Fri, Oct 24, 2003 at 03:45:04PM -0700, Lai-King Tee wrote:

> 

> Dear all,

> 

> The following is a suggestion to modify the last statement in section

4.2.3, Performance Under Mobility & Delay spread:

> 

> Current text: "The system should support a delay spread of at least 5 micro-seconds."

> 

> Suggestion for the new text: "The system should support the above 

> channel environments with at least 90% link reliability."

> 

> Rationale: Based on the presentations on channel models during the

Singapore meeting, the delay spread of channels can be much larger than 5 microseconds. In addition, delay spread is one of the parameters in 

>the mobile channel models, there are also other parameters in the >channel model that are also important and can affect the performance significantly. The capability of the system would be too limited if it is only going to work in channels with delay spread of 5 microseconds.

> 

> Best regards,

> Anna.
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�Rationale: This is attempting to reflect the latency for applications, which may be better to evaluate in the evaluation criteria, since it will depend on traffic models, QoS of individual users and load conditions. It is appropriate to specify latency from the time that a packet is delivered from the transmitting-side MAC until the time that it is received at the receiving side MAC.  This is reflected in the second paragraph describing the ARQ loop delay.


<John Fan 7/23/03>
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Current text:


4.1.8 
Latency (open)


The AI shall minimize the round-trip times (RTT) and the variation in RTT for acknowledgements, within a given QoS traffic class. The RTT over the airlink for a MAC data frame is defined here to be the duration from when a data frame is received by the physical layer of the transmitter to the time when an acknowledgment for that frame is received by the transmitting station. The airlink MAC frame RTT, which can also be called the “ARQ loop delay,” shall be less than 10 ms. Fast acknowledgment of data frames allows for retransmissions to occur quickly, reducing the adverse impact of retransmissions on IP packet throughput. This particularly improves the performance of gaming, financial, and other real-time low latency transactions.

4.1.9 Frame Error Rate (OPEN)


The air interface shall support two modes of operation, one for delay sensitive applications and one for error sensitive applications.  Note to Evaluation Criteria Group: The evaluation criteria shall require demonstration of the frame error rate for error sensitive modes. The evaluation criteria shall require demonstration of the latency for delay sensitive modes.

Proposed Text: combining 4.1.8 and 4.1.9

4.1.8 Latency and Packet Error Rate 


The system shall support a variety of traffic classes with different latency and packet error rate requirements as shown in the following table. The classification of traffic in the table supports the QoS architecture as described in Section 4.4.1.

		Traffic classes

		Expedited Forwarding (EF)

		Assured


Forwarding (AF)

		Best Effort


(BE)



		Latency

		~ 30 ms (TBR)

		~ 30 ms – 10 s (TBR)

		>> 10 s (TBR)



		Packet Error Rate for

Error Tolerant Applications

		3 x 10-2

		10-2 – 2.5 x 10-1 (TBR)

		2.5 x 10-1 (TBR)



		Packet Error Rate for

Error Intolerant Applications

		5 x 10-13 (TBR)

		5 x 10-13 – 8 x 10-5 (TBR)

		8 x 10-5





Rationale for the change: Please refer to contribution C802.20-03.106, which was discussed during the IEEE 802.20 Plenary meeting on 11/11/03.


�Rationale: This is attempting to reflect the latency for applications, which may be better to evaluate in the evaluation criteria, since it will depend on traffic models, QoS of individual users and load conditions. It is appropriate to specify latency from the time that a packet is delivered from the transmitting-side MAC until the time that it is received at the receiving side MAC.  This is reflected in the second paragraph describing the ARQ loop delay.



<John Fan 7/23/03>












