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1 Phyical Layer Specifications - OFDMA based PHY solution to WRAN System 

OFDMA (2k FFT) based Phy is proposed as an access scheme for WRAN System both on Uplink and Downlink. OFDMA combines FDMA and TDMA access schemes with spread spectrum concept. OFDMA divides the BW resources among users by assigning multiple sub channels and multiple time slots per user. Sub carriers are pseudo randomly spread over the entire spectrum for achieving frequency diversity.

The 2K OFDMA has all the state of the art features needed for future WRAN and BWA all IP systems.  Adopting OFDMA scheme on both UpLink and DownLink
enables a highly flexible and dynamic network resource management, handling of multipath, efficient cellular rollout, efficient multiple access operation and handling of narrow channels (voice) as well as broadband channels (video, data), other key features:

· WRAN is designed to operate on one channel (6 MHz channels) or multiple adjunct channels (preferably two adjunct 6MHz channels) in TDD mode sharing the same frequency band.

· Use of large FFT size can achieve high frequency selectivity and enables support of long delay spread for large cells and high throughput (peak of 4 bps/Hz).
· High number of sub-channels enabling processing gain (factor of 19 dB) in case of use of one sub-channel or few number of sub-channels 
· Adaptive  Modulations and coding rates (QPSK, 16QAM, 64QAM and 5/6, ¾. 2/3 ½, 1/3. ¼,1/6, 1/8, 1/12) which enable to extend the range and working with negative SNR (-5dB ).
· Enables Power Concentration (up to 15db) to boost selective sub-channels to increase range to users located on the edge of the cell or users who are located in obstructed areas denying LOS.

· Efficient use of operator spectrum resources

· Brick wall spectral mask

· High number of sub-channels enabling processing gain factor of 19 dB in case of use of one sub-channel or few number of sub-channels 
· Excellent handling of interference -- Narrow band interference is rejected through frequency domain processing, while Burst interference is rejected by virtue of the OFDMA symbol length and the per sub-channel interleaving

· Provide bandwidth to many subscribers simultaneously

· OFDMA supports advanced ranging based on identification of CDMA codes
· Supports new antennas schemes like MIMO, STC, AAS (Adaptive Antenna System) and regular MRC antenna diversity.

· Adaptive Efficient coding schemes (Turbo schemes)

· Low delay ARQ schemes 

· Low overhead – max 15%

· QoS support (several levels) taking the advantage of the small granularity of the sub-channels . 

· Adaptive Sub-channel Control  

· Fast repeaters for covering holes

· Forward and backward APC

1.1 OFDMA principles

OFDM Symbol time structure
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 OFDM Symbol time structure
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In the time domain the IFFT creates the OFDMA waveform; this time duration is referred to as the useful symbol time . A copy of the last segment of the useful symbol period, termed Cyclic Prefix (CP), is used to collect multipath, while maintaining the orthogonality of the carriers. The two together are referred to as the symbol . Using a cyclic extension, the samples required for performing the FFT at the receiver can be taken anywhere over the length of the extended symbol. This provides multipath immunity as well as a tolerance for symbol time synchronization errors.

On initialization, a WRAN CPE  should search all possible values of CP until it finds the CP being used by the BS. The WRAN CPE shall use the same CP on the UL. Once a specific CP duration has been selected by the BS for operation on the DL, it should not be changed. Changing the CP would force all the CPE`s to resynchronize to the BS.

In the frequency domain we have the basic structure of an OFDMA symbol.

An OFDMA symbol is made up from carriers, the number of which of determines the FFT size used. There

are three  carrier types:

— Data carriers - for data transmission

— Pilot carriers - for various estimation purposes

— Null carriers - no transmission at all, for guard bands and DC carrier.

The purpose of the guard bands is to enable the signal to naturally decay and create the FFT "brick Wall" shaping.

In the OFDMA mode, the active carriers are divided into subsets of carriers, each subset is termed a subchannel. In the DL, a subchannel may be intended for different (groups of) receivers, in the UL, a transmitter may be assigned one or more subchannels. Several WRAN CPE`s may transmit in parallel. The carriers forming one subchannel  need not be adjacent. The concept is shown in below Figure.  

The symbol is divided into logical subchannels to support scalability, multiple access, and advanced antenna array processing capabilities.

From  below figure  we can see that the symbol in frequency is built from carriers which are zeroed, these regions are the Guard Bands, the purpose of the guard bands is to enable the signal to naturally decay and create the FFT

· “brick Wall” shaping. This partitioning also gives several powerful added value, some of the important ones are:

· Frequency diversity – due to the spreading in the frequency band

· Power concentration – which allows the concentration of all the power some of the carrier (most usable on the users side)

· Forward Power Control – by allocating digitally different power amplification to the Sub-Channels (most usable on the Base-Station side)


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  Grouping of carriers into subchannels
1.1.1 Transmission Convergence
WRAN MAC protocol will support the proposed OFDMA based PHY by a convergence layer that will translate allocation of slots into TDMA\OFDMA approach. For the down stream a mapping of the Subchannels to the

logical Sub-Channels and their parameters (ECC, modulation) is sent periodically.  

The OFDMA defines a slot as a pair {N,m} that represents a combination of an OFDM time symbol (N) and number of a sub-channel (m). The allocation that the MAC should allocate are exactly as for TDMA systems. taking into account that the slot number should be translate by the next formula (when using a 53 carrier Sub-

Channels, and 32 working Sub-Channels per OFDM symbol, for the 2k mode 
Using OFDMA/TDMA, Sub Channels are allocated in the Frequency Domain, and OFDM Symbols allocated in the Time Domain.
The TDMA\OFDMA can be presented as an extended TDMA approach in which several slots are transmitted in parallel as can be seen in the following diagram:
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Several slots can be allocated to one user, which means that data can be transmitted in parallel resulting in flexibility that will be determined by the needed QoS restrictions.
Figure 3- OFDMA structure

A PHY burst in OFDMA is allocated a group of contiguous subchannels, in a group of contiguous OFDMA symbols. This allocation may be visualized as a rectangle, such as the 4x3 rectangle shown in below Figure. This type of two-dimensional allocation is called a data region.

Such a data region can be assigned in the UL to a specific WRAN CPE (or a group of subscribers) or can be transmitted in the DL by the BS as a transmission to a group of WRAN CPE`s.
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Figure 4- Allocation of resources (# of subchannels) to users

1.1.2 Spectral shape of the emitted signal

Another advantage of larger FFT size is the better spectral shape of the emitted signal. When using the 2k mode. The spectral mask is lowered by 15dB compared to that of the 64 mode. This will allow better coexistence between systems and cleaner spectrum. An example of the shaping is presented in Figure 6.
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Figure 6- Spectral shape with different FFT siz
1.1.3 Transmit spectral mask

The transmitted spectral density of the transmitted signal shall fall within the spectral mask as shown in below Figure. The measurements should be made using 100 kHz resolution bandwidth and a 30 kHz video bandwidth. The 0 dBr level is the maximum power allowed by the relevant regulatory body.              
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Typical  spectrum mask applicable to WRAN CPE UpLink transmission

1.1.4 Basic Sub-Channel structure
In order to use several FFT sizes but remain in the same block size (of data transmission) we shall define a basic
structure of a Sub-Channel.

One Sub-Channel is made of 53 carriers.

For the 64 point FFT, there exists only one Sub-Channel, which contains all the usable carriers (and is back

compatible to the IEEE 802.11a, HiperLAN2 PHY).

The 2048, 1024, 256 point FFT contains 32, 16, 4 Sub-Channels respectively, aggregating the Sub-Channels

carriers gives all the usable carriers for a specific FFT size.

Sub-Channel allocation
The carriers constituting the Sub-Channels are spread over the Used Carrier space by using spatial permutation.

Among all the carriers, the proposed 2K mode offers 1696 usable carriers numbered 0 to 1695.  

One Sub-Channel contains few tens of carriers (for instance 53 carriers).  The unused carriers, located on each edges of the channel, provide a guard band.

Using the Sub-Channels
The Sub-Channels are used for two major functions:

· Data transmission (including any preamble and postamble)
· Power and Time (Synchronization) Ranging with possibility for fast bandwidth request
The usage of the Sub-Channels for ranging or fast bandwidth request is done by the transmission of a Pseudo Noise (PN) code on the Sub-Channel carriers. The code is always BPSK modulated and is produced by the PRBS  
Base-Band Processing 

The base-band processing includes the following processes:

· Randomization

· Encoding

· Bit-Interleaving

· Modulation
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1.1.5 Adaptive Modulation
The modulation used both for the up stream and down stream is: BPSK, QPSK, 16QAM and 64QAM. These modulations are used adaptively in the downlink and the uplink in order to achieve the maximum throughput for each link. For the down stream each logical Sub-Channel has its own modulation. The dedicated logical channel can include several allocations for different users, on each allocation the best fitted modulation for the specific user is used.

The next table presents the bit rates that could be achieved by the downlink and uplink (taking into account that All Sub-Channels are using the same modulation without coding, and GI=1/3 

1.1.6 Adaptive Coding
The ECC code should handle besides the regular AWGN environment, more difficult channels which will surely involveb jamming and interference from other systems (that means the possibility to handle burst noise). The following ECC should be used :

1. Industry standard convolution code (k=7, G1=171, G2=133).  

2. Block Turbo Codes, designed for burst noise (the same BTC as for TG1)

3. Convolutional Turbo Codes  

There exists  new Turbo schemes that can improve 2-3dB when testing under AWGN, and much more when used and designed for burst noise. 

1.1.7 Interleaving
Two interleaving procedures are used.  One involves the data interleaving as it enters the system and the second involves bit interleaving after the encoding procedure. The system shall adopt both interleaving schemes and can expand the interleaving to larger blocks if stronger ECC (larger blocks when using Turbo codes) is to be used.

1.1.8 Time and Power Ranging of the users
Time and Power ranging is performed by allocating several Sub-Channels to one Ranging Sub-Channel upon this Sub-Channels users are allowed to collide, each user randomly chooses a random code from a bank of codes.

These codes are modulated by BPSK upon the contention Sub-Channel. The Base Station can then separate colliding codes and extract timing and power ranging information. The time and power ranging allows the system to compensate the far near user problems and the propagation delay caused by large cells.

1.1.9 Duplexing modes 

In license-exempt bands we recommend use of TDD mode.  TDD flexibility permits efficient allocation of the available bandwidth and hence is capable of efficiently allocating the available traffic transport capacity for applications whose uplink to downlink traffic transport demand ratio can vary with time. TDD operates in single, paired or non-contiguous blocks of frequencies.

For all duplexing types (TDD and FDD), the cell radius is dependent on the time left open for initial system access. This time should be at least equal to the maximum tolerable round trip delay plus the number of OFDM symbols necessary to transmit the ranging burst.

1.1.10 Multiple Access Schemes
The following description refers to the down stream and up stream access methods.
There are two basic approaches when using the OFDMA concept:

One where several OFDM symbols are used for data transmission (all Sub-Channels in the OFDM symbol are used for data only) and other OFDM symbols are used for synchronization (all Sub-Channels in the OFDM symbol are used for ranging only).

The following illustration describes this structure:

· User Symbols: they include Sub-Channels where users transmit data

· Ranging symbols: they allow contention-based access

· Null Symbol: this optional symbol could be used to help allocate jamming and interferers
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The second uses all OFDM symbols to transmit both data and ranging signals (some Sub-Channels are used for data transmission and the other are used for ranging transmission), the number of symbols allocated to up stream and down stream are adaptable.

The following illustration describes this structure:
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 1.1.11 Down Stream Block Diagram
The following diagram represents an example for a full Base station block diagram; this scheme represents all process of the base band. In this diagram we can see that user’s Data is extracted at the Base Station and transferred by a convergence layer to the MAC.
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1.1.12 Up Stream Block Diagram
In this diagram we can notice that the user includes a down stream receiver. From the down stream, transmission parameters and clocks are extracted and used for the upstream creation.
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1.1.13 System Throughput
For the Down stream the following table gives the Net data rates (in Mbit/s) for the system (assuming all Sub-Channels use the same modulation and coding rates):

[image: image4.wmf]
1.1.14 Operation in presence of interference 

1. Narrow band jamming
Narrow band jamming can be treated by:
· Using time shaping on the symbol and then equalization (the more FFT points used the better the shape is)

· Using jamming detection and then a smart ECC, which can erase bad symbols.
In any case when using large FFT sizes (especially in OFDMA), jammers at the base station are more effectively suppressed (due to the FFT filtering) and destroys less carriers (in percentage sense) then for small FFT size.

2. Partial band jamming
Detecting bad symbol can treat partial band jamming, which allow the usage of smart ECC, which can erase bad symbols. The OFDMA (2k mode) has a 15dB “processing gain” against wide band jammers or other 802.11a,

HiperLAN2 interferers.

3. Pulse jamming
Short time interference can be solved by time interleaving the data. The usage of the Sub-Channel notion enables time interleaving of the Sub-Channel over time, the small packet length enables easy time interleaving and better statistical multiplexing.

Furthermore the FFT which is a filter help decreasing the all around interference by at least 13dB compared to use of a low FFT 

The following figure illustrates this scheme:
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1.1.15 Dynamic Frequency Selection (DFS)
Besides the sensing capability of the WRAN CPE and in order to gain the most from DFS, Runcom and ST recommend adopting the option that a base station shall use several Base Station elements each with it’s own RF head (using all together several frequencies). The Base Stations can then scan several frequencies at once (or one at a time, for one head only), this will allow choosing the best and undisturbed

frequency/frequencies around, and then choose the best frequency available. This technique when combined with the OFDMA capabilities can also use the dynamic transition of users between frequencies for load balance and excellent reuse factor.

1.1.16 Power Concentration and Adaptive Power Control
The OFDMA access in the downlink and uplink has many advantages. The biggest advantage beside the long symbol duration is the power concentration it enables. The power concentration is achieved due to power emission only on the Sub-Channels allocated. Therefore the energy of the user is transmitted only on selected carriers and

not on the all-useable carries. By this technique users and Base Station can manipulate the amount of energy placed on different Sub-Channels. This power concentration can add up to 15dBb per carrier when transmitting from the WRAN user. Comparing the power that could be emitted on all the bandwidth, for one Sub-Channel, combined with a Backward APC (Automatic Power control) will give the optimum performance.
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The Base Station can also regulate the amount of power on the different Sub-Channels and reach as much as 10dB concentrations gain; this Forward APC (Automatic Power control) is used in order to regulate the power to the users on the down stream optimizing the power, modulation and coding per user or a group of

users..

This power concentration leads to several advantages:

· Better coverage
· Enable a larger APC range which is vital for larger cells. ( 

· Excellent Reuse factor
· Better channel availability
· Can use simpler and cheaper PA
· Can have better SNR for a transmitted signal
· Reach the typical range specified for the WRAN system (longer range with the same EIRP).
· Anti jamming advantages
1.1.17 Cellular deployment with Sectorization and frequency reuse
 Due to the power concentration of the OFDMA, several advantages can be achieved:

· Cell radius increases – a 15dB advantage over a regular OFDM system (for a LOS propagation an increase by factor of 5, for NLOS condition an increase of 2.5 times the distance)

· Better penetration into houses and buildings, for simple indoor CPE (plug and play) using omni antennas.

· Over all throughput increases – users now can use higher order modulation due to better SNR, and also receive higher modulation due to BS power concentration

· Long symbol but small granularity enables better channel mitigation with small overhead and high efficiency.

· Repeaters can be added easily, signals from several places are translated at the receiver side just as an ordinary Multipath.

The next figures illustrate the differences between OFDM and OFDMA based systems.

The  figure below is the coverage when LOS/NLOS conditions are involved where for NLOS and LOS the OFDMA system is superior to the OFDM one. It performs better both in range and in capacity due to the power concentration. The power concentration gives us 3 to 4 times the range in LOS conditions and 50% to 100% more for NLOS conditions.
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1.1.18 PAPR Reduction
Most effective technique we intend to use to reduce the PAPR, is locating high power peaks, which are few in an OFDM signal (fewer for larger FFT sizes) and shaping the signal in those points by a smoothing function (for example a Gauusian function). The smoothing function reduces the PAPR but in the same time tries to relax the spectrum disturbances that are caused by that.

1.2 WRAN system deployment configurations
When working with an OFDMA system a reuse factor of 1 is possible, by allocating different Sub-Channels to different sectors (enhancing the allocation by using polarization). Although this lowers the throughput per sector the coexistence, DFS and load balancing of the sectors becomes much simpler. Such a scheme is shown in the next figure:
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The 2k OFDMA supports all other system requirements- Security and IP mode.  Using a directional antenna in fix operation on the user side, the range can be extended to 50km and system capacity can be increased by a factor of 4.    
1.2.1 Reuse of 1 scenario

In order to satisfy requirement of reliability, coverage, capacity, spectral efficiency and mobility the system can be configured to work in a reuse of 1, which means the same RF frequency is allocated to all sectors in the cell.  In this case a new scheme of work must be introduced in order to achieve the needed performance.  
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Reuse of 1 configuration, 3 sectors per cell

There are three options of operation in the reuse of 1 scenario: 

· Asynchronous configuration- in this configuration every base-station uses its own permutation, the frame lengths and starting times are  not synchronized among the base-stations. Therefore orthogonality is kept within the base-station but not between base-stations. In this scenario the base-stations could be synchronized or not to the same reference clock. This mode will introduce interference between base-station (sub-carriers from different sub-channels collide in a controlled way, determined by the different permutations). This configuration could be easily used as an independent low-cost hot spot deployment (as an example).

· Synchronous configuration - in this configuration all base-stations use the same reference clock (for example, by using GPS), the frame durations and starting times are also synchronized among the base-stations but still each base station uses different permutations. Therefore the time/frequency orthogonality is kept between and within the base-stations operation but still interference between the same sub-channels of different base-station occurs. Due to the time synchronization in this scenario and the long symbol duration of the OFDMA symbol, fast handoff as well as soft handoff is possible. This configuration could be used as an independent base-stations deployment with a controlled interference level (as an example).

· Coordinated Synchronous configuration - in this configuration all base-stations work in the synchronous mode but use also the same permutations. An upper layer is responsible for the handling of sub-channels allocations within the sectors of the base-station, making sure that better handling of the bandwidth is achieved and the system could handle and balance load between the sectors and within the system. This mode is identical in performance as the regular coverage scenarios [1], beside the fact that the bandwidth allocated to each sector is only a portion of the overall bandwidth, but when using the load balancing additional system gain is achieved. This configuration could be used as a full scale system deployment, with a common backbone (as an example).

The preferred scenario is of course the Coordinated Synchronous mode (when using this configuration with different permutations per base-station we get the synchronous mode, and if we do not use a synchronized clock between the base stations as well we end up with the asynchronous mode of operation); the configuration of the base-station sectors are presented in Error! Reference source not found.
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Reuse of 1 configuration using sub-channalization, 3 sectors per cell

1.3 Proposed Sensing scheme
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1.4 Simulations results and measurements conducted on DVB-RCT (OFDMA/OFDM 2k) system and OFDMA/OFDMA 2k experimental system operating in 2.3GHz
Section 1

OFDMA System Simulation in a Single/Multi Cell configuration  

Presented below the actual cell spectral efficiency (given in bps/Hz/Cell) for different deployment scenarios of the OFDMA technology.  The calculation is made by estimating the probability distribution of the C/(I+N) ratio of such a system in a hexagonal cell pattern, with a given number of frequency channels (or sets of sub-channels).  The resulting distribution determines the capacity that can be utilized and hence the spectral efficiency and the spectral efficiency per cell can be calculated. 

1. System parameters

The following parameters are taken for the deployment scenarios of a synchronized system:

Transmission Power: 25dBm  (both Base station and CPE)

Base station antenna:

· Beam width: 120 degrees  (3 sectors configuration), 60 degrees (6 sectors configuration)

· Gain: 16 dB (for both; this is only a scaling factor)

· Polarization: Vertical

CPE antenna: 

· Beamwidth: 360 degrees

· Gain:
6 dB

· Polarization: Vertical.

Simulated radiation patterns were used for all three antennas, both in azimuth and in elevation.  The patterns are presented below. 
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Antenna Patterns

The required C/N values were determined from earlier work of the IEEE802.16a, and they are presented in the following table (when using the CTC coding):

	Modulation 
	Coding Rate
	Required SNR (dB)
	Required Eb/No (dB)

	QPSK
	1/2
	6.6
	6.6

	QPSK
	3/4
	10.7
	8.9

	16QAM
	1/2
	10.5
	7.5

	16QAM
	3/4
	16.1
	11.3

	64QAM
	2/3
	15.3
	12.3

	64QAM
	3/4
	20.8
	14.3


We have taken the values for Rayleigh channel and bit rate corresponding to an OFDMA system using a 10MHz bandwidth channel with a GI of U = 1/32. For each C/I interval the average bit rate for that interval was taken. The following table gives the system throughput for the 10MHZ channel bandwidth (values within the table are in Mbps units, and were calculated for the Down-Link):

	Modulation 
	Coding Rate
	Guard Interval

	
	
	1/4
	1/8
	1/16
	1/32

	QPSK
	1/2
	6.86
	7.62
	8.07
	8.31

	QPSK
	3/4
	10.29
	11.43
	12.1
	12.47

	16QAM
	1/2
	13.71
	15.24
	16.13
	16.62

	16QAM
	3/4
	20.57
	22.86
	24.2
	24.94

	64QAM
	2/3
	27.43
	30.48
	32.27
	33.25

	64QAM
	3/4
	30.86
	34.29
	36.3
	37.40


The adjacent channel attenuation is taken according to the following table:

	Channel
	Attenuation

	Adjacent channel  (dB)
	40

	2nd adjacent channel (dB)
	60

	3rd adjacent  (dB)
	80


2. Single Cell Coverage
Using the HATA model, we have plotted the coverage expected of a single cell 
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Figure 1: OFDMA coverage in a single cell configuration

The figure shows a single cell (in the middle), with 3 sectors, the Received Signal Strength (RSS) is shown by the colored contours, according to the enclosed legend, ranging between the lowest range (up to –103 dBm, the red zone) to the highest one (above –72 dBm, in magenta)

Basically, with the parameters described above, the system provides a full coverage of a 5km radius cell, as depicted by the 10km x 10km Square in the middle of figure 1.  Note that if the system is TDMA, the coverage is limited to the blue line, representing the  -79dBm limit of the lowest possible rate.  With OFDMA on the other hand, the range can be extended to over 20km, provided the number of usable channels is limited. If only a single channel is used, 15dB can be added to the link budget, as stated in IEEE 802163c-01_11, and the coverage can be extended to the orange contour in Figure 1 representing a –99 to -103dBm line. 

3. Multi-cell operation

For the multi-cell coverage, we will assume hexagonal coverage, as depicted in the next figures, with a 2km radius cells (meaning the cell coverage is Interference limited rather then coverage limited). 
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Figure 2: OFDMA coverage in a Multi cell configuration

The next table describes the C/I distribution in the hexagonal configuration as a function of the number of frequency channels used (instead of using different frequency channels, logical channels could also be created by dividing the Sub-Channels into logical entities, each consisting several Sub-Channels), together with a typical pattern of the C/I ratio. The corresponding values for the colors can be seen in the legend adjacent to each of the plots.  The various channels are indicated by a color code in the “pie chart” in the center of each cell.  The table does not include the effect of forward APC, which improves the C/I.

The second column in the table indicates the average capacity carried by a sector and the corresponding efficiency.  The capacity was calculated as the weighted sum of the capacity that can be carried in each of the C/I intervals.  The spectral efficiency was based on 10MHz channels, and 3 sectors per base station, considering a Rayleigh channel.  

	No.  of Channel
	Mbps/Cell
	C/I Distribution
	C/I Distribution Pattern

	
	Bps/Hz
	
	

	
	Bps/Hz/Cell
	
	

	1
	13.8489
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	0.5554
	
	

	
	1.6662
	
	

	3
	85.0510
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	3.4109
	
	

	
	3.4109
	
	

	6
	100.4085
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	4.0268
	
	

	
	2.0134
	
	


The table below presents a similar analysis with 6-sector configuration

	No.  of Channel
	Mbps/Sector
	C/I Distribution
	C/I Distribution Pattern

	
	Bps/Hz
	
	

	
	Bps/Hz/Cell
	
	

	1
	8.2236
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	0.1649
	
	

	
	0.9894
	
	

	3
	123.3438
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	2.4733
	
	

	
	4.9466
	
	

	6
	171.6679
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	3.4423
	
	

	
	3.4423
	
	


4. Handoff Sub-channels

In OFDMA dedicated handoff channels can be used to cover badly covered areas between cells. Consider the 3 frequencies 6 sector case. In this case, which is the most spectrally efficient, there is still about 22% of the area not covered (C/I<6dB). An additional handoff channel can cover this area, which is active randomly in each base station.  With OFDMA technology soft handoff can be applied to provide additional diversity gains in problematic areas.  As the handoff area is concentrated mainly in the outer border of the cells, the expected signal strength in the handoff area may look like figure 4. It is expected that the handoff channel be dynamically assigned to different users in different base stations without causing interference between cells. It is further assumed that 2 such channels can be assigned in each cell without causing any interference. 

Using those assumptions we can show that the extra capacity carried by the handoff channel will boost the spectral efficiency.  In scenarios where only a single handoff channel can be assigned to each cell, or in case two channels have to be used for soft handoff and hence carry the same information, it is expected that the spectral efficiency per cell will be to 4.84 bps/Hz/Cell (very much the same as for a regular 6 sectors 3 channel configuration, although some Sub-Channels are used only for handoff – making the handoff process very efficient and secure). 
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Figure 3: Handoff Sub-channel Coverage

5. Performance in a Real-Scenario

The analysis performed previously involved synthetic flat terrain with 8 base stations covering hexagonal cells.  The effects in real environment, such as shadowing can be modeled mathematically, but it is certainly preferable to perform a simulation with real terrain data to demonstrate the real performance.  The following Figure describes a terrain of a real urban area.  This is a digital terrain map with 10m resolutions and 1m-height accuracy.  The figure shows buildings as well as hills.  In addition one can observe the base station, located in a similar configuration to that performed above, and the coverage area, similar to the one used in the previous analysis.  Please note that the base station locations were moved somewhat from the previous hexagonal grid in order to place them in an acceptable location in the area (on a top of the building and not in the middle of a street).  As the available map is not complete the coverage area was distorted in order to exclude the unavailable areas (shown in blue).
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Figure 4: Terrain Map

The received signal strength was calculated for each point in the coverage area (assuming an omni directional antenna at 2m height above ground.  A double knife-edge model was used as a model for the propagation lost.  This model takes into account the terrain and hence reflects actual shading and obstruction problems. The RSS is given in the next figure below. 
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Figure 5: RSS Map of the Covered Terrain

The level depicted is RSS from the strongest base station/ sector, thus assuming handover has taken place to the strongest base station.  The area thus covered by each base station is depicted in the following figure:
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Figure 6: Site connection Map

The actual coverage is given by the C/(I+N) distribution and is shown in the figure 7.  The C/(I+N) was calculated using the 3-channel 6-sector frequency pattern, shown in the previous section. Compared to the synthetic scenario, in this case the uncovered area is larger, however the larger area covered with high C/(I+N) compensate for this lack of coverage. The distribution leads to 122.87Mbps/Cell, 2.4638 bps/Hz/sector and 4.9277 bps/Hz/Cell.  

It should be noted that while the cell configuration was kept identical to that of the synthetic area, it is by no means optimal, and was given here for demonstration purpose. 
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Figure 7: C/(I+N) Distribution

Section 2

Measurements conducted on DVB-RCT System-Throughput and PER performance

 UL PER test 

(Packet size=512 bytes, measurement time for each modulation 7 minutes)
	
	Modulation
	Code rate
	Received

Signal

(dBm)


	GI=1/32
	GI=1/16
	GI=1/8
	GI=1/4

	
	
	
	
	(Mbit/sec)/

PER%
	(Mbit/sec)/

PER%
	(Mbit/sec)/

PER%
	(Mbit/sec)/

PER%

	1
	QPSK
	1/2
	-75
	5.44
	5.28
	4.98
	4.48

	
	
	
	
	0.001
	0.001
	0
	0.005

	2
	QPSK
	2/3
	-75
	7.38
	7.15
	6.66
	6.0

	
	
	
	
	0.007
	0
	0.01
	0.008

	3
	QPSK
	3/4
	-75
	8.34
	8.1
	7.5
	6.66

	
	
	
	
	0.008
	0.01
	0.01
	0.008

	4
	QPSK
	5/6
	-75
	9.32
	9.04
	8.4
	7.64

	
	
	
	
	0.01
	0.01
	0.007
	0.01

	5
	QPSK
	7/8
	-75
	9.78
	9.51
	8.98
	8.0

	
	
	
	
	0.01
	0.03
	0.06
	0.01

	6
	16-QAM
	1/2
	-75
	11.25
	10.4
	10.0
	9.28

	
	
	
	
	0.006
	0.063
	0.031
	0

	7
	16-QAM
	2/3
	-75
	14.9
	14.6
	13.7
	12.3

	
	
	
	
	0.1
	0.083
	0.078
	0.07

	8
	16-QAM
	3/4
	-75
	17.07
	16.6
	15.6
	14.0

	
	
	
	
	0.21
	0.12
	0.01
	0.028

	9
	16-QAM
	5/6
	-75
	19.03
	18.4
	17.43
	17.44

	
	
	
	
	0.015
	TBD
	0.15
	0.011

	10
	16-QAM
	7/8
	-75
	19.8
	19.2
	18.0
	16.7

	
	
	
	
	2.8
	TBD
	TBD
	TBD

	11
	64-QAM
	1/2
	-75
	17.0
	16.56
	15.6
	14.0

	
	
	
	
	0.03
	0.03
	0.03
	0.04

	12
	64-QAM
	2/3
	-75
	22.8
	22.2
	20.9
	18.5

	
	
	
	
	0.09
	0.1
	0.1
	1.5

	13
	64-QAM
	3/4
	-75
	24.8
	24.6
	23.1
	20.8

	
	
	
	
	0.2
	0.2
	1.71
	1.87

	14
	64-QAM
	5/6
	-75
	26.8
	25.0
	24.6
	TBD

	
	
	
	
	0.2
	1.9
	1.8
	TBD

	15
	64-QAM
	7/8
	-75
	28.8
	27.8
	TBD
	TBD

	
	
	
	
	0.6
	1.9
	TBD
	TBD


Throughput measurement
	
	Modulation
	Code rate
	Received

Signal

(dBm)


	Expected results/

Measured results

GI =1/32

(Mbit/sec)
	Expected results/

Measured results

GI =1/16

(Mbit/sec)
	Expected results/

Measured results

GI =1/8

(Mbit/sec)
	Expected results/

Measured results

GI =1/4

(Mbit/sec)
	Expected

Delay

(Less than Msec)



	1
	QPSK
	1/2
	-75
	5.2
	5.4
	5.0
	5.2
	4.8
	5.0
	4.6
	4.5
	25

	2
	QPSK
	2/3
	-75
	7.1
	7.4
	6.8
	7.1
	6.5
	6.6
	6.0
	6.0
	25

	3
	QPSK
	3/4
	-75
	8.1
	8.3
	7.8
	8.1
	7.5
	7.5
	7.2
	6.7
	25

	4
	QPSK
	5/6
	-75
	9.1
	9.3
	8.8
	9.0
	8.5
	8.4
	7.6
	7.6
	25

	5
	QPSK
	7/8
	-75
	9.4
	9.8
	9.1
	9.5
	8.8
	8.9
	8.0
	8.0
	25

	6
	16-QAM
	1/2
	-75
	11.1
	11.2
	10.4
	10.4
	9.7
	10.0
	8.2
	9.3
	18

	7
	16-QAM
	2/3
	-75
	15.0
	15.0
	14.6
	14.6
	13.7
	13.7
	12.2
	12.3
	18

	8
	16-QAM
	3/4
	-75
	17.0
	17.1
	16.4
	16.6
	15.5
	15.6
	14.0
	14.0
	18

	9
	16-QAM
	5/6
	-75
	18.9
	19.0
	18.3
	18.4
	17.3
	17.3
	15.4
	17.4
	18

	10
	16-QAM
	7/8
	-75
	19.8
	19.8
	19.2
	TBD
	18.0
	TBD
	16.7
	TBD
	18

	11
	64-QAM
	1/2
	-75
	16.6
	17.0
	16.2
	16.6
	15.4
	15.6
	14.0
	14.0
	14

	12
	64-QAM
	2/3
	-75
	22.4
	22.8
	22.2
	22.2
	20.8
	20.9
	18.4
	18.5
	14

	13
	64-QAM
	3/4
	-75
	24.6
	24.8
	24.2
	24.6
	22.8
	23.2
	21.6
	21.8
	14

	14
	64-QAM
	5/6
	-75
	26.6
	26.8
	25.0
	25.0
	24.2
	24.6
	22.0
	TBD
	14

	15
	64-QAM
	7/8
	-75
	28.6
	28.8
	27.6
	27.8
	TBD
	TBD
	TBD
	TBD
	14


2 Medium Access Control Specifications

2.1 Summary Classification Statement

This proposal is a full proposal for the Medium Access Control (MAC) layer of the 802.22 (WRAN) standard. This proposal is compliant with the 802.22 Functional Requirement Document.

2.2 Techology Overview

2.2.1 Network entry and initialization 

802.16-2004 based solutions. 

Additional steps: 1) RF sensing to detect vacant frequencies; 2) Report to BS sensing results.

2.2.2 Support for Interference Mitigation and Coexistence 

2.2.2.1 Protection of Licensed Incumbent Services

802.22 systems provide the protection of licensed incumbent services through functionalities of RF sensing, Dynamic Frequency Selection (DFS), and transmission power control (TPC).  

RF sensing detects the channel occupancy of licensed incumbent services in the operation spectrum. DFS and TPC are mechanisms that dynamically adjust the transmission frequency and the transmission power respectively of an 802.22 system so as to avoid harmful interference to license incumbent services.  

The MAC layer provides support for RF sensing control, DFS control and TPC control.

2.2.2.1.1 RF Sensing Control 

2.2.2.1.1.1 Objectives

RF sensing is the essential operation for licensed incumbent services protection providing channel occupancy detection of licensed incumbent services. Reliable RF sensing, however, might impact the data transmission of an 802.22 system due to the fact that RF sensing may require interferences caused by data transmissions of its own system below certain threshold in order to guarantee the reliable sensing performance. 

Based on the above observations, the objectives of the proposed RF sensing control scheme have two folds: 

1) RF sensing shall be performed reliably and in a timely manner in order to guarantee the protection of licensed incumbent services;

2) The impact of RF sensing on data transmissions shall be limited to an acceptable level such that QoS requirements of 802.22 systems can be satisfied.

2.2.2.1.1.2 Solution space

We can conceive two basic scenarios in which RF sensing can be performed along with data transmission services: 1) RF sensing operations are performed overlapping with data transmission services, or 2) RF sensing operations are performed without overlapping with data transmission services. 

In the first basic scenario of RF sensing, every channel is sensed in periodically scheduled quiet sensing periods, in which no data transmission service is allowed to be performed. We refer to this solution option as “non-overlap” solution. The non-overlap solution has the advantage of reliable sensing performance because data transmissions are ceased while sensing so that interference from its own system is zeroed. This solution, however, has two major drawbacks: 1) service interruption and 2) low system utilization. A baseline scheduling mode of the non-overlap solution is shown in figure 2.1.
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Figure 2.1: A Baseline Non-overlap RF Sensing Scheduling Scheme

During a quiet sensing period, data transmission services have to been ceased until the end the sensing period. The time of interruption is dictated by the sensing time which is can dependent of both sensing technology and licensed incumbent services. Apparently the interruption time becomes a part of the data transmission latency. In case of the interruption time (quiet sensing time) is larger than a certain threshold, QoS of 802.22 systems can not be maintained in terms of the transmission latency requirement. Note that the maximum latency requirements are 20ms for both full quality telephony and time critical packet, and 40ms for standard quality telephony. 

Moreover, no data transmission service is provided by the system during a quiet sensing period.  The system utilization for data transmission services, as shown in equation (2.1), is determined by the following factors: the quiet sensing time, the dynamic frequency selection (DFS) time (DFS messaging time, DFS processing time, etc.), and the period (inverse of frequency) of the RF sensing.
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In order to guarantee the licensed incumbent protection, the RF sensing period has to be less than the Channel Detection Time that is constrained by the licensed incumbent services. The DFS time is a combination of the measurement reporting time, the report processing time, the channel closing time, and the channel move time. The DFS time depends on the efficiency of the DFS signaling algorithms and decision-making algorithms. The aggregated DFS signaling (control packets exchange for DFS) time after a maximum allowed channel detection time shall not exceed 100ms according to the functional requirement document. As mentioned before, the time for reliable RF sensing is sensing technology dependent and incumbent services dependent.

Given a stringent channel detection time (RF sensing period) imposed by licensed incumbent services and imperfect sensing time and DFS time, the system utilization for data transmission services could be below a level that is required for the acceptable network throughput. 

As for the second RF sensing scenario, two control solutions can be conceived. The first solution is to overlap data transmissions with RF sensing that monitors the full channel spectrum including those are in use for data transmissions. We refer to this option as “full-overlap” solution. Similarly in the second option data transmissions are overlapped with RF sensing, but only those channels for which reliable sensing can be achieved are monitored. This option is referred to as “selective-overlap” solution. 

With the “full-overlap” option, the system resolves problems of service interruption and low system utilizations. Another advantage of applying the “full-overlap” option is that the system is also able to record accurate timing (online) information with regard to channel occupancy and vacancy of incumbent services so that more efficient spectrum utilization could be achieved. The major disadvantage of this solution, however, is the self-interference to the sensing antenna when the channels in use are being sensed. It would be hard to achieve reliable and timely RF sensing for incumbent protection guarantee unless sophisticated sensing technologies for self-interference mitigation is available and/or reduced transmission power (which in turn affect efficiency/throughput) is feasible.

We propose the “selective-overlap” solution for RF sensing control, which can overcome the drawbacks of the above two solutions while maintaining their main advantages.  As with the “full-overlap” solution, the proposed solution allows a WRAN system to continuously perform data transmissions while operating RF sensing such that service interruption and low system utilization problems are resolved. In addition, instead of sensing channels including the ones that are in use, we propose that a WRAN system shall only sense the selective channels that reliable and timely RF sensing can be guaranteed.  

We can observe that the “selective-overlap” solution provides the flexibility of strategic/adaptive channel selections for RF sensing, with the above mentioned two options as two special cases – selecting no channel and selecting all channels. 

2.2.2.1.1.3 Transmission Overlapped Selective Spectrum RF Sensing

In this section, we describe the technique of Selective Spectrum RF Sensing Overlapping with Data Transmission in further details.
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Figure 2.2 RF sensing on selective spectrum overlapping with data transmissions

As depicted in figure 2.2, a WRAN system uses part of the spectrum for data transmission services while performing RF sensing on other selective parts of the spectrum. Spectrum gaps are presented as “guard bands” between the transmission spectrum and a sensing spectrum in order to mitigate adjacent interference caused by data transmission to the RF sensing antenna. The minimum width of the spectrum gap could be varied (taking either positive or negative values) and could depend on factors such as the sensing technology, the transmission power of the WRAN system, and the incumbent licensed services needed to be protected.

The bands of spectrum for RF sensing shall be selected adaptively by the WRAN system (the base station, to be specific) in order to provide the system the flexibility of optimizing both RF sensing performance and QoS of the WRAN system. For example, a WRAN system may select a band of spectrum from which a significant number of vacated channels are most likely to be found, while reliable and timely RF sensing can be guaranteed.  

The number of channels to be selected for RF sensing should also be adaptively adjustable. Sensing more channels can provide more information regarding channel occupancy which is desirable for DFS decision-making. On the other hand, sensing more channel might requires longer sensing time, more sensing reporting and report processing, which might incur negative affect on the QoS of the WRAN system. The base station should make an intelligent decision trading off these two factors.

2.2.2.1.1.4 Dynamic Frequency Hopping with Simultaneous Selective RF sensing

In this section we will describe how the Selective RF Sensing technique overlaps RF sensing with data transmission services by integrating with Dynamic Frequency Selection (DFS) such that reliable protection for licensed incumbent services and opportunity of QoS guarantee for the WRAN system are provided. 

As mentioned in the previous section, the selective RF sensing technique is a general and flexible solution for adaptive DFS decision-making. The selection of the guard band (as shown in figure 2) value provides such generality and flexibility: infinite positive guard band – no simultaneous sensing and transmissions, negative guard band – simultaneous sensing and transmission on overlapped channels, and positive guard band – simultaneous sensing and transmission on non-overlapped channels. To simplify our description, we assume positive guard band.

We propose a DFS technique called “Dynamic Frequency Hopping”, which allows a WRAN system to dynamically and continuously switch operation frequencies for data transmissions. Both frequency (channel) selections and the length of an operation period in which a WRAN system operates on a channel are determined dynamically in runtime.  

We illustrate the WRAN operations applying the technique of DFH with simultaneous selective RF sensing in Figure 2.3. Note that although we deal with the case that the WRAN system operates on a SINGLE channel in this figure, the proposed technique can be applied to MULTIPLE channel cases without losing the generality, as will be described later. 
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Figure 2.3 Dynamic Frequency Hopping with Simultaneous Selective RF sensing

The time axel of the WRAN operations is divided into continuous operation periods that have variable lengths. Except the Initial Sensing period (at the very beginning of the WRAN operation), a WRAN system performs both data transmissions on a channel, say Channel A, and RF sensing on channels [0, A-n] and channel [A+n, N] in each operation period. Here Channel “0” and Channel “N” are the lower bound and upper bound of the sensing spectrum respectively and “n” is the number of channels in the guard band.

The validation time of a channel here is defined to be the latest time at which the channel is validated to be vacant indicated by measurement results of the RF sensing, and should be the end of the sensing period for that channel. The grace period is defined to be the maximum period of time in which a licensed incumbent service can tolerate interference generated by licensed exempt systems, from the beginning of the licensed incumbent service’s operations. 

After hopping to a new frequency, a WRAN system performs data transmission on such frequency for an operation period, which is called DFH Operation Period. The length of a DFH operation period is varied and for a particular frequency it shall not exceed the time period in which it is guaranteed that the WRAN operations on such frequency do not cause any harmful interference to any licensed incumbent service. In other words, for a frequency, say channel A, in use for data transmissions, the DFH operation period of channel A shall be terminated before the validation time of channel A plus the length of a grace period, considering the worst case scenario that a license incumbent service appears immediately after the validation time of channel A. 

The operations of a WRAN system during a DFH operation period are as the following. 

· The base station schedules the system to hop (switch) to a channel, say channel A, based on the frequency selection decision made at the end of the previous operation period;

· The base station and all CPEs in the system perform data transmissions on channel A;

· The base station performs and schedules all CPEs to perform RF sensing on channels [0, A-n] and channel [A+n, N] simultaneously with data transmissions;

· CPEs report sensing measurement results to the base station;

· The base station processes sensing measurement reports;

· The base station performs channel selections, and channel acquisitions when necessary;

· The base station announces the frequency selection decision to be used in the next operation period to all CPEs in the system and to all neighbor WRAN systems.

2.2.2.1.1.5 Collision Avoidance for Dynamic Frequency Hopping

There could exist a “hidden node” problem that would cause two neighbor WRAN systems to collide on channel use. Two neighbor WRAN systems might independently select the same frequency to hop to for their next DFH operation periods.  Their frequency hopping might have taken place before they are able to detect such conflicting situation. In such case collision occurs if these two systems can interfere with each other.

Figure 2.4 depicts the “hidden node” problem and the consequent collision of frequency use when DFH is applied. For two neighbor systems A and B, they both detect that channel C is valid and the validation times of channel C for these two systems are relatively close. Assume system A and B both independently decide to select channel C to be used in their next DFH operation periods which are overlapped with each other.  If both system A and B hop to channel C approximately at the same time in their overlapped DFH operation periods, collision on channel C occurs. The occurrence of the channel-use collision is due to the fact that a system has no knowledge about the frequency selected by its neighbor for future use in an overlapped operation period and such channel-use information can only be detected when a potential collision channel is actually in use.

To avoid frequency hopping collision, we propose a scheme called DFH/CA (collision avoidance), which is illustrated in Figure 2.5 and Figure 2.6.
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Figure 2.4 Dynamic Frequency Hopping Collision caused by hidden nodes
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Figure 2.5 Collision avoidance of dynamic frequency hopping

After a WRAN system has selected a frequency as the next hopping frequency, it shall announce this DFH decision to all neighbor WRAN systems and wait for a reasonable amount of time (round trip time at the minimum) before hopping to the selected frequency. All WRAN systems shall monitor the DFH announcements from neighbor systems at all time. A WRAN system that is announcing a DFH decision can hop to the selected frequency when the waiting period is expired, only if the system does not receive another DFH announcement from any neighbor that selects the same frequency. The waiting period is to account for the situation in which a neighbor system transmit the same announcement before receiving the DFH announcement, and the minimum waiting period should be a round trip propagation delay between two neighbor systems.

When receiving a DFH announcement, a WRAN system should react in one of the following three ways under the appropriate condition. If a WRAN system receives a DFH announcement without having simultaneously announced the same frequency selection, it shall not hop to the frequency selected by the received announcement in the next operation period. On the other hand, if the received DFH announcement has the same frequency selection as the WRAN system has just announced, and if the time stamp of its own announcement is earlier than the time stamp of the received one, the WRAN system can hop to the selected frequency in the next operation period after the waiting period is expired. Otherwise, if the time stamp of its own announcement is equal to or later than the time stamp of the receive announcement for the same frequency selection, the WRAN system shall not hop to the selected but conflicting frequency in the next operation period.

The above described collision-avoidance algorithm for DFH is shown in Figure 2.6. 


[image: image40.emf]Start

Wait

DFS

Announcement

Frequency

Selection and

Acquisition

No conflicting

announcement

received?

Yes

Earlier

announcement

timestamp?

No

Yes

No

Time out

No

Ready to

hop to the

selected

frequency

Yes

End


Figure 2.6 DFH/CA Algorithm

2.2.2.1.1.6 DFH/CA and Simultaneous Selective RF Sensing on multiple channels

Although the above descriptions assume that the WRAN system operates on a single channel, the technique of dynamic frequency hopping (collision avoidance) with simultaneous selective sensing can be naturally extended to WRAN systems that operate on multiple channels. 

A simple extension of the DFH/CA + Selective Sensing technique to multiple channels is to treat a single channel in the above descriptions as a set of channels that have the same validation times. This assumption should be realistic given the fact that a set of contiguous channels can be sensed and validated all at once.

For a more general case, Figure 2.7 shows the way how the DFH/CA with simultaneous selective sensing technique is applied to a WRAN system that operates on two channels in parallel. In this case, the WRAN system (the base station) shall record the validation time of each channel that is in use in order to guarantee the operation period of each operating channel does not exceed the limit constrained by the grace period of licensed incumbent services. 
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Figure 2.7 DFH/CA and Simultaneous Selective RF Sensing on multiple channels

2.2.2.1.2 DFS Messaging Control

2.2.2.1.2.1 Overview of DFS messaging control

DFS messaging is a mechanism to exchange control packets between the base station and CPEs in order for DFS decision-making and DFS assignment. Information exchanged through DFS messaging include reporting schedules, RF sensing reports, DFS assignments, and other related signaling messages. Along with RF sensing, DFS messaging is performed simultaneously with data transmissions. The advantage of such parallel operations is that sufficient time for RF sensing and DFS messaging is guaranteed without affecting QoS of the data transmission services such as latency and throughput. The DFS messaging control mechanism is shown in the following flow chart in Figure 2.8. 

A WRAN system starts the operations with initial RF sensing that searches for available frequencies for the data transmission services. The base station then announces the DFS decision based on the RF sensing results to both CPEs in the system and the base stations of neighbor systems. The WRAN system will then hop to the selected frequency if the DFS decision is effective and start data transmissions.  Simultaneously with data transmissions, the Selective RF sensing is continuously performed on frequencies for which reliable sensing performance can be achieved. 

The base station shall schedule measurement reporting of all CPEs after reliable RF sensing by CPEs have been completed. The goal of the report scheduling is to facilitate reliable, efficient and flexible measurement reporting. All CPEs shall report their RF sensing results in accordant with the report scheduling.

The base station will acknowledge the successful measurement reports and re-schedule the unsuccessful measurement reports until all CPEs have reported successfully or the maximum number of scheduling retries has been exceeded for the unsuccessful reporting. After that the base station processes and summarizes the RF sensing reports of the whole system (Information from neighbor systems and database of the service provider shall also be included). The base station then selects the best frequencies to be used in the next DFH operation period and makes announcements to all CPEs in the system and to all neighbor systems (base stations) regarding its DFS decision. Finally, after adjustments on the DFS decision according to the feedbacks from the CPEs and the neighbor systems to the DFS announcement, the base station assigns the new frequency selected to the CPEs for use in the next frequency hopping period. 
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Figure 2.8 DFS Messaging Control Mechanism

2.2.2.1.2.2 RF sensing report 

The base station and CPEs shall be able to detect at least four channel conditions:

· Licensed incumbent service occupied

· Another 802.22 system occupied

· Noisy

· Vacant

-- Bit-vector reporting

CPEs shall have signal processing capabilities to estimate and identify these channel conditions. Instead of including the raw measurement data in the measurement reports, CPEs report the channel conditions using a simple bit vector. Two bits per channel is sufficient to represent the channel condition in the measurement reports for the above four possible conditions. 

-- On-request raw-data reporting

The base station shall also be able to request the CPEs to report the raw data of the sensing measurement. Although it requires more bandwidth for transmitting the sensing reports, this method, however, enables advanced data analysis to be performed on the raw data of the sensing measurement that would only be feasible in the base station.

Combining the bit-vector reporting and the on-request raw-data reporting, a WRAN system can achieve a balance between efficiency of report transmission and accuracy of data analysis.  

The validation time for each non-incumbent-occupied channel shall be included in the measurement report.

2.2.2.1.2.3 Scheduling of measurement reporting

The measurement reporting shall be transmitted in the scheduled transmission opportunities from CPEs to the base station. The goal of the report scheduling is to facilitate reliable, efficient and flexible measurement reporting. Three scheduling methods are feasible:

· Polling

The base station polls CPEs to transmit measurement reports by scheduling transmission opportunities for reporting in the up-link MAP. When being polled, a CPE should transit the measurement report if one is ready. Otherwise a CPE should either return to the base station with feedback information or other useful data if possible. 

The base station should provide redundant report transmission opportunities for each CPE in order to enhance the report transmission reliability. 

In case the report transmission opportunities are ignored by a CPE, the wasted bandwidth (polling overhead) is negligible given the allocated bandwidth for transmitting a bit-vector report is usually negligibly small. The base station should also poll a CPE only when the measurement report is likely to be ready in order to reduce polling overhead. 

· Poll-me

A CPE can request bandwidth allocation for the report transmission by using a 1-bit “poll-me-for-reporting” flag in the Bandwidth Request packet data unit (PDU) 

· Contention

The base station shall schedule or provide contention-base transmission opportunities for report transmissions. CPEs shall send polling requests or transmits measurement reports through the contention transmission opportunities for time-critical reporting situations. 

2.2.2.1.2.4 Report re-scheduling and acknowledgement

The base station shall re-schedule CPEs that has been scheduled (polled) but whose measurement reports have not been successfully received by the base station. The re-scheduling is through report polling as described above in a subsequent up-link MAP. 

The base station implicitly acknowledges measurement reports that it has successfully received. This is done by ignoring CPEs from which reports have been successfully received for report re-scheduling. In other words, if a CPE, which has been polled and transmitted a measurement report in a previous frame, is not re-polled in the subsequent up-link MAP, it shall regard that its report has been successfully received by the base station.

2.2.2.1.2.5 DFS Decision-making, Announcement, and Adjustment

After collecting and processing measurement reports received from CPEs, the base station selects the valid channels to be used for the system in the next operation period. 

If the measurement reports are represented using bit-vector format, DFS decisions could be made by the base station using simple logic ORs.

The DFS decision shall be announced to all CPEs in the system before the selected frequency is assigned to be used in the next DFH operation period. The DFS announcement shall be made early enough so that CPEs can return feedbacks regarding a defective DFS decision before the current DFH operation period terminates. The base station shall adjust a defective DFS decision if it is indicated by feedbacks from CPEs.

The DFS decision shall be announced to all neighbor systems to prevent colliding DFS decisions among neighbor systems. See Section 2.2.2.1.1.5 regarding collision avoidance for details. 

2.2.2.2 WRAN Systems coexistence and sharing

2.2.2.2.1 Introduction

In addition to avoidance of harmful interference to licensed incumbent services as the first priority, a WRAN system shall coexist with other WRAN systems by sharing the spectrum holes (spectrum unused by licensed incumbent services).

The objective of WRAN system coexistence and spectrum hole sharing is to provide fair and efficient spectrum accesses for WRAN systems. We propose a spectrum sharing mechanism, called On-Demand Spectrum Contention, which integrates DFS and TPC with spectrum contentions and provides both fairness and efficiency of spectrum access using active inter-system coordination. 

Since the coordinative coexistence mechanism is favorable for fairness and efficiency, it becomes very critical to provide efficient methods for inter-system communications in order to guarantee the feasibility and the overall efficiency of the coexistence (spectrum sharing) mechanism. We propose to use a method called Logical Control Connections for inter-system coordination, which can be established and maintained both over-the-air and over-the-backhaul with very low communication overhead incurred. 

In the following two subsections, we will describe in details the On-Demand Spectrum Contention (ODSC) spectrum sharing mechanism and the inter-system communications method using Logical Control Connections (LCC) respectively.

2.2.2.2.2 Spectrum sharing mechanism - On-Demand Spectrum Contention (ODSC)
2.2.2.2.2.1 Overview of ODSC

Figure 2.9 illustrates the ODSC algorithm. 
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Figure 2.9 On-demand Spectrum Contention Algorithm

Starting with system initializations, a ready-to-operate WRAN system first performs channel evaluations and channel selections to detect spectrum holes. Note that the licensed incumbent service protection is an essential and integrated component of the 802.22 co-existence mechanism being described here. Operations of channel evaluation and selection include RF sensing, measurement evaluations, measurement reporting, report processing and frequency selection, which are proposed and described in details in the “Licensed Incumbent Service Protection” section.

Then the WRAN system verifies whether non-exclusive sharing of the selected channels is feasible. Non-exclusive sharing of a selected channel is to share the selected channel through transmission power control (TPC) such that WRAN systems sharing the same channel do not cause harmful interference to one another. Non-exclusive spectrum sharing method is feasible as long as the maximum achievable signal-to-interference-ratio (SIR) on the selected channel is higher than the required SIR of the WRAN for the supported services. 

If non-exclusive sharing of the selected channels is feasible, the WRAN system then makes a DFS decision and schedules data transmissions on the selected channels with appropriate TPC settings. DFS announcing and DFH/CA take place before data transmissions are performed on the selected channels.

On the other hand if non-exclusive sharing is unfeasible, exclusive sharing of the selected channels would be necessary. We resolve the exclusive channel sharing problem through spectrum contentions which are facilitated by inter-system coordination. We assume that an 802.22 system can only effectively communicate with other 802.22 systems for coordination of spectrum sharing of the selected spectrum hole - such simple assumption can be extended to include other Licensed Exempt systems with which an 802.22 system can effectively communicate for spectrum sharing coordination (for example, 802.16 systems).

Based on the above assumption, if the selected channel (spectrum hole) is not occupied by 802.22 systems, the WRAN has to give up the effort of spectrum sharing on the selected channel and performs data transmissions without using the selected channels if it is possible. Otherwise, the WRAN system should initiate the spectrum contention process for the ownership of the selected channels with the WRAN system that is occupying the spectrum. 

The basic components of the spectrum contention process include:

· Contention request

· Contention resolution

· Contention response

If the contention successes, the WRAN system makes a DFS decision and schedules data transmissions on the selected channels starting from the time agreed by both contending systems (more details later). DFS announcing and DFH/CA shall take place before data transmissions are performed on the selected channels. If the contention fails, the WRAN performs data transmissions without using the selected channels if it is possible.

In the data transmissions state of a WRAN system, as shown in Figure 9, two types of demands can initiate an iteration of the spectrum sharing process: 

· Internal demands

· External demands

Internal demands are generated by a WRAN system itself and are the consequences of the channel condition and workload condition analysis performed by the WRAN system. For example, when the current channel condition is not able to support the QoS of the given admitted service workloads, an internal demand is generated and initiates an iteration of the full spectrum sharing process so that a better channel or more channels can be acquired to satisfy the QoS requirements of the given workloads. 

External demands are coexistence requests received from other 802.22 systems. When an external demand is received, a WRAN system shall initiate spectrum contention iteration. 

2.2.2.2.2.2 Illustration of ODSC

We illustrate the ODSC mechanism using a coexistence scenario example depicted in Figure 2.10.

In this coexistence scenario, WRAN system 3 has overlapped maximum coverage areas with both WRAN system 1 and WRAN system 2, but the maximum coverage areas of system 1 and system 2 do not overlap. Assume harmful interference exists in the overlapped coverage areas if both systems operate on the same frequency simultaneously. So WRAN system 3 needs to coexist with both system 1 and system 2. As shown in Figure 10, inter-system communications for co-existence are via Logical Control Connections (LCC) which allows simultaneous coexistence communications and data transmissions. LCC will be described in details in the following section. 
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Figure 2.10 An example coexistence scenario of 802.22 systems
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Figure 2.11 Example of ODSC

Figure 2.11 shows an example of ODSC among systems in the above scenario. Initially system 1 and system 2 are both operating on channel “a” for data transmissions simultaneously, and system 3 just starts its operation and does not occupy any channel. Internal demands of system 3 for bandwidth to support data services initiate system 3 to perform spectrum acquisition. 

The channel evaluation process indicates that channel “a” is the only channel that is not occupied by any licensed incumbent service in system 3’s coverage area. System 3 then selects channel “a” as a candidate for data transmissions. Meanwhile, system 3 also detects that channel “a” is occupied by both system 1 and system 3, and non-exclusive sharing of channel “a” is not feasible. 

System 3 generates and sends spectrum contention requests to both system 1 and system 2 contending for channel “a”. After received the contention request from system 3 as an external demand, both system 1 and system 2 initiate their spectrum contention process and then return to system 3 a contention response message respectively indicating contention results. In case of losing the contention, which is the case for system 1 and system 2, a WRAN system shall include in the contention response message the time at which the occupied channel will be freed (channel free time). The channel free time shall not be immediately after the time of contention resolution and a WRAN shall be allowed to continue the data transmission on the lost channel for up to a maximum grace period before the lost channel is freed (as shown in Figure 11).

After winning channel a from both system 1 and system 2, system 3 announces the DFS decision of using channel “a” and schedule data transmission services on channel “a” starting from an appropriate time which is a summary of the channel free times received from the other two systems. 

On the other hand, after losing a channel (channel condition change) a WRAN system should perform another iteration of ODSC operations initiated by internal demands in order to acquire sufficient bandwidth to maintain the on-going data transmission services before the just lost channel is freed. In this example, system 1 and system 2 acquire channel “b” and channel “c” respectively before channel “a” is freed.

2.2.2.2.2.3 Properties of ODSC

We characterize properties of the ODSC mechanism in this section in terms of efficiency, adaptation and fairness.

1) Efficiency

· low overhead

Coexistence overheads are only incurred when there are either internal or external demands. There is no constant coexistence overhead that is necessary. Coexistence overheads include communications and computations incurred for coexistence. 

Particularly communications for coexistence are through very low overhead logical control connections (described later), which allow overlapping of coexistence communications with data transmission services. 

· Low complexity

Only simple contention mechanism is required to coordinate multiple WRAN systems for coexistence purposes. No complicated mechanism for spectrum negotiation, allocation or scheduling is needed. 

Decision-makings (contention resolutions) for spectrum sharing are distributed to be performed in individual systems. This provides the advantage of scalability compared to centralized approaches. 

2) Adaptation

The ODSC mechanism is highly adaptive to both internal demands and external demands for inter-system coexistence and radio resource management, which are usually interleaved together, in real time. 

The internal demands include RF channel conditions and workload conditions (rate/QoS requirements). Dynamic channel evaluations/selections and spectrum sharing/contentions are initiated adapting to internal demands.

The external demands include coexistence (spectrum contention) requests from neighbor WRAN systems. Spectrum contentions are initiated responding to the external demands.

3) Fairness

The ODSC mechanism can provide both local/short-term and global/long-term fairness for spectrum accesses. 

The ODSC mechanism resolves exclusive-sharing of spectrum holes through the contention-based solution that provides fair spectrum accesses (equal right to access the RF spectrum) for every WRAN system at any time. 

The ODSC mechanism is an iterative process that can be initiated by either internal or external demands adapting to various workload and environment conditions. Such an iterative process of adaptive spectrum contention can lead to long term global (multi-systems) fairness.

In summary, ODSC mechanism provides an efficient, self-organized, adaptive and fair framework for coexistence and (inter-system) radio resource management of 802.22 WRAN systems.
2.2.2.2.3 Inter-system communications – Logical Control Connections

As mentioned in the previous sections, inter-system communications are required for collaborative coexistence of 802.22 systems, and the development of efficient methods for inter-system communications is critical to guarantee the feasibility and overall efficiency of the collaborative coexistence mechanism.  

We propose a communications method called Logical Control Connections for the inter-system coordination, which can be established and maintained both over the air and over the backhaul with very low communications overhead incurred in terms of spectrum bandwidth, messaging latency, and hardware/software complexities.

2.2.2.2.3.1 Over-the-air Logical Control Connections

An Over-the-air Logical Control Connection is to establish a connection-based logical communication channel over the air between two base stations that manage two WRAN systems respectively. The idea of Over-the-air Logical Control Connections is based on the following two key concepts:

· Bridge CPE

· Coexistence Connections

2.2.2.2.3.1.1 Bridge CPE

As shown in Figure 2.12, a Bridge CPE (B-CPE) is located in the overlapping coverage areas of two/multiple WRAN systems, for which co-existence is required. 

Note that if there no CPE located in the overlapping coverage areas of two/multiple WRAN systems, there should be no coexistence concerns.

A B-CPE, as a regular CPE, associates with one of the base station and establishes connections for data transmission services, which we refer to as Service Connections. The associated base station for data transmissions is called Service Base Station (S-BS) and the association is called Service Association. 

A Bridge CPE is selected by its service BS for co-existence communications. Requested by its service BS, a bridge CPE associates with another base station, called Coexistence Base Station (C-BS), with which the service BS requires establishing co-existence communications. The association between the Bridge CPE and the Coexistence BS is referred to as a coexistence association. After associated with the Coexistence BS, the Bridge CPE establishes connections with the Coexistence BS, and the established connections are called Coexistence Connections and are used only for coexistence communications. 

A Logical Control Connection is established between the service BS and the coexistence BS over the service connection and the coexistence connection, with a bridge CPE as the relay. 
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Figure 2.12 Bridge CPE and Coexistence Connections

2.2.2.2.3.1.2 Coexistence Connections

A coexistence connection, as a regular connection in nature, is a connection-based logical control channel that only carries communications for inter-system coexistence.

A Coexistence Connections is established and maintained between a bridge CPE and a coexistence BS, when requested by the service BS of the bridge CPE. 

A Coexistence Connection can also be established and maintained between two base stations when they are within arranges of each other, as shown in Figure 2.13. In this case, one of the base stations behaves as a CPE of the other base station.  

A coexistence connection is established and maintained on physical RF channels that are occupied by the coexistence BS. No extra physical RF channel is consumed for coexistence connections.

The establishment and maintenances of a coexistence connection is performed along with data transmissions of the bridge CPE (or service BS) controlled by the service BS. The establishment and maintenances of coexistence connections shall be in principle the same as those for service connections, and shall include operations of ranging, connection acquisitions, and etc. 

The service BS shall guarantee that the establishment and maintenance operations of coexistence connections are not co-scheduled with service data transmissions on the bridge CPE. The scheme for co-scheduling resolutions is described in the next section.
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Figure 2.13 Coexistence Connections between two Base Stations

2.2.2.2.3.1.3 Over-the-air Coexistence Communications via LCC

Over-the-air coexistence communications via LCC is established between the service BS and the coexistence BS over the service connection and the coexistence connection, with a bridge CPE as the relay. 

Functionalities of over-the-air coexistence communications are for coexistence purpose only, and include messaging for on-demand spectrum contention, sensing measurement sharing, transmission parameters (such as frequencies, transmission power), etc.

For a Bridge CPE with a single TX/RX front end, it shall be guaranteed that service data transmissions are not co-scheduled (collided) with coexistence operations (connection establishment and maintenance, control message exchange) on the Bridge CPE. For this matter, the Service BS shall control and schedule the coexistence operations between the Bridge CPE and the Coexistence BS. The scheduling scheme for service data transmissions and coexistence operations are depicted in Figure 2.14. 

Without being scheduled for coexistence operations by the Service BS, the Bridge CPE only maintains communications with the Service BS for service data transmissions. Any coexistence messages or scheduling transmitted from the Coexistence BS is ignored by the Bridge CPE. When being scheduled for coexistence operations by the service BS, the Bridge CPE requests for and establishes communications with the Coexistence BS for coexistence operations. The coexistence operations can be performed up to the Coexistence Operation Period scheduled by the service BS. After the Coexistence Operation Period expired, the Bridge CPE resumes communications with the service BS and terminates communications with the coexistence BS.
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Figure 2.14 Scheduling of service data transmissions and coexistence operations for a Bridge CPE

2.2.2.2.3.2 Over-the-backhaul Logical Control Connections

As described in the above section, when the coverage areas of multiple WRAN systems are overlapped, Over-the-air Logical Control Connections using Bridge CPEs can resolve the inter-system communications problems efficiently for coexistence. The inter-system communications, however, may not be able to be established and/or maintained using the Over-the-air Logical Control Connections in many cases, for which over-the-backhaul inter-system communications would be favorable. Figure 2.15 shows a scenario that favors over-the-backhaul inter-system communications instead of over-the-air LCC.

In this scenario, the coverage areas of BS0 and BS1 is not overlapped, and Over-the-air LCC is not able to be established and maintained between BS0 and BS1, assuming a CPE can only decode messages from base stations. There two WRAN systems, however, require coexisting with each other since, for example, CPE0 associated with BS0 could interfere with CPE1 associated with BS1 when they are operating on the same channel. 

To facilitate the over-the-backhaul communications between WRAN base stations, we propose to use a management entity called “Coexistence Management Entity” (CoexistME) which is located on top of the TCP/UDP layer of each individual WRAN base station. A Coexistence Management Entity is to manage message exchanges between the host 802.22 MAC and a remote 802.22 MAC. The CoexistME in the protocol stack is shown in Figure 2.16. 

The specification of the CoexistME is out of the scope of this proposal.
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Figure 2.15 Over-the-backhaul inter-system communications scenario
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Figure 2.16 Coexistence Management Entity in the protocol stack

2.2.2.3 Coexistence and sharing with other LE systems
Refer to Section 2.2.2.2.

2.2.3 Class of Service and Quality of Service

Refer to QoS section of 802.16-2004.
2.2.4 Single Channel versus Multiple Channel Operation

Refer to Section 2.2.

2.2.5 OA&M Support

To be determined.

2.2.6 Base Station and CPE Address Space

Refer to QoS section of 802.16-2004.

2.3 Technology Performance Report

To be added.
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WRAN Options


GI  (1/4) = 25.6μ sec ,       Symbol length, 102.4 μ sec


GI (1/8)  = 32 μ sec.           Symbol length, 256 μ sec
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