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Overview

A good bit of this material is taken from 
bennett_1_1103.pdf from the Nov. plenary.
There is a gap between current 10 GbE
PHYs, 10GBASE-CX4, and what is needed in 
data centers and enterprise networks
– Most notable is the gap between CX4 (15m) and 

LX4 (300m MMF)
• No LX4 parts shipping
• Optical 10GbE is still too expensive 

– Cost is still not down to the targeted 3x 1 GbE cost

Initial broad market is data centers
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Overview (cont.)

Recall that in the data center, 4.2 m of 
cable per rack is used inside the racks  
in order to provide enough cable to 
reach equipment and to access the 
cable management systems in the 
overhead trays or under the floor
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Overview (cont.) 
4.2 m of cable in each rack (8.4m) allows only 
6.6m between racks for 10GBASE-CX4 (15m)
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Overview (cont.)

Recall that 67% of the installed base of 
cables is less than or equal to 50m 
long
50% of the installed base of cables is 
less than or equal to 40m long
What about when the standard is 
finished?
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Observations

JULJUL NOVNOV MARMAR
20042004

JULJUL NOVNOV MARMAR
20052005

JULJUL NOVNOV MARMAR
20062006

JULJUL

TutorialTutorial
& CFI& CFI

802 SEC 802 SEC 

NesComNesCom

D1.0D1.0

802.3 WG802.3 WG
BallotBallot

D2.0D2.0

RevComRevCom

Std!Std!

TaskTask
ForceForce
review

LMSCLMSC
SponsorSponsor

BallotBallot

NOVNOV
20022002

MARMAR
20032003

PARPAR
review

We Are Here

D3.0D3.0FirstFirst
TechnicalTechnical

PresentationPresentation



10GBASE-T Study Group Vancouver, BC 101/14/2004

Observations (cont.)
When 10GBASE-T goes to sponsor ballot, a 
large percentage of the installed base will 
be cat 5e
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Observations (cont.)
More than half of the installed base of cables 
are less than or equal to 50m in length
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Observations (cont.)
According to the presentation “10GBASE-T: 
How much capacity is enough?” the 
minimum channel capacity required to 
support 10GBASE-T is 18-20 Gb/s
(roth_1_0503.pdf)
According to the presentation “10GBASE-T 
Cabling Baseline Proposal” a 4 connector 
50m category 5e channel has a capacity of 
17.7 Gb/s with no alien crosstalk mitigation 
and 20.6 Gb/s with 5 dB alien crosstalk 
mitigation (diminico_2_0703.pdf) 
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Observations (cont.)
Based on that data, the channel capacity for a 
4-connector 4 pair horizontal structured cable 
would be:
No Alien Mitigation         5 dB Alien Mitigation
– 17.7 Gb/s at 50m                   20.6 Gb/s at 50m
– 19.5 Gb/s at 40m                   22.5 Gb/s at 40m   

It seems feasible to operate 10GBASE-T 
somewhere in this region
Others have presented data that supports the 
feasibility of operating 10 Gb/s over cat 5e
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Observations (cont.)
The following link lengths capable of supporting 10 
Gb/s on cat 5e were presented in Sept. ’03:
Link Length (m)        Data Source

diminico_1_0903.pdf45
nagahori_1_0903.pdf60

abughazaleh_1_0903.pdf 30
telang_1_0903.pdf20

powell_1_0903.pdf 20
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Observations (cont.)
End users will test installed circuits before 
turning the service on
– If the installed cable fails the test then we’ll install 

new cable
– A piece of test equipment and 30 minutes of 

technician time per 10GBASE-T installation will 
cost less initially than a major cable overhaul

Our current objectives do not allow end users 
this option
– It seems we would be doing the user community a 

disservice if we do not support the use of cat 5e 
for some link length
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Conclusions
The data centers are where the majority of high end 
computers are going to be deployed
– This is where 10 GbE demand will most likely be

Its clear that 10GBASE-T fills the gap for 10 Gigabit 
Ethernet needs in data centers
– 10GBASE-CX4 will only support a 6.6m inter-rack distance 

when equipment is placed at the top of each rack
10GBASE-T has a much broader market potential 
with an objective to support the installed base of 
category 5e cable 
– This would meet the needs of LBNL and other DOE national 

facilities
– Category 5e will still be a large percentage of installed cable 

when the standard is completed in 2006
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Extras

Link lengths and data center coverage
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Extras

DoE Data Centers and link length needs
– Link length = sqrt(size sq. m) + 8.4m
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Straw Poll
Is there any interest in the study group to 
define a channel model based on category 5e 
UTP that can be included in the standard:

Yes:        26
Those willing to work on the channel model:
Yes: 11
Those willing to work on the channel model:
Companies: 4
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