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§ This presentation addresses some architectural considerations in support of 
the 100G and 400G 80km DWDM PHY objectives

Introduction
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Adopted b10k DWDM PHY Objectives

www.ieee802.org/3/B10K/project_docs/Objectives_180712
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User Case Recap
nicholl_b10k_01a_0518

A key requirement is that the solutions are compatible with existing 100G and 400G Ethernet 
switch/router ports:
§ Interface with existing 100G and 400G C2M AUIs (no new electrical interface development).
§ Coexist with current 100G and 400G Ethernet architecture stacks
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400G Architecture
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§ The existing 400GMII Extender 
(Clause 118) allows the new 
400GBASE-ZR PHY to easily 
interface with current 400G switch 
ports (and their associated C2M AUI 
electrical interfaces)

§ The 400GBASE-ZR PHY can be 
defined as any other PHY, in that it 
contains PCS, PMA and PMD  
sublayers and interfaces directly to 
the 400GMII.
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400GBASE-ZR PHY Considerations
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§ For 400GBASE-ZR the PCS, PMA and PMD 
sublayers are all specific to a single media 
interface, and not  intended to be (or easily)  
separable over a physically instantiated 
electrical interface
§ see Ilya_b10k_01_0918 for more details

§ In this respect 400GBASE-ZR is a lot closer 
to a BASE-T PHY than it is to the existing 
400BASE-R PHYs

§ In a BASE-T PHY the PCS, PMA and PMD 
sublayers are typically defined within a single 
clause (e.g. Clause 55 for 10GBASE-T). 
Perhaps we should adopt the same approach 
for 400GBASE-ZR ? 
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10GBASE-T PHY (Clause 55)

10GBASE-T: Only a single entry in Clause table
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§ The situation at 100G is somewhat more complicated than it is for 400G
§ There is no existing 100GMII Extender to leverage
§ The PCS and FEC are implemented as separate sub-layers
§ There are at least three different C2M AUIs to interface to:

§ CAUI-4 (no FEC)
§ CAUI-4 (KR4 FEC)
§ 100GAUI-2 (KP4 FEC)

100G Architecture
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100G Architecture 
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Need a single 100GBASE-ZR PHY to work with all of above

Further work required 
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Summary

§ Need to interface with common use 100G and 400G C2M AUIs 
§ For 400G, the solution is fairly straightforward

§ Leverage the existing 400GMII Extender (Clause 118) and define a new 
400GBASE-ZR PHY (PCS+PMA+PMD)

§ The main question is whether the new PCS, PMA and PMD sublayers should 
be defined as separate clauses or within a single clause (like BASE-T)

§ For 100G, more work is required


