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Link Aggregation Control Protocol
Mick Seaman

While not reiterating basic concepts, this note attempts a complete description of the
protocol, with the exception of flush mechanisms which are orthogonal to LACP itself.
This revision summarizes my understanding1 of the P802.3ad Link Aggregation Control
Protocol described in D1.0 and proposes some minor changes. The latter flesh out the
previously agreed manual configuration defaults for Partner parameters. These were not
fully incorporated into D1.0, as is highlighted by the Editor’s Note on page 96 of the draft.
The proposed changes result in some simplification of the state machines, particularly of
the periodic machine, as well as increased flexibility in protocol use. The information
communicated by the protocol is unchanged.
The description given in Rev 1.6 and Rev 1.1 of this note has also been updated to reflect
the management terminology and the 802.3 shared variable communication  state
machine conventions used in P802.3ad D1.02.
A separate note describes possible protocol extensions, outside the scope of the
proposed standard, that ensure predictable protocol operation for links attached to shared
media. Such links cannot occur if 802.3 standard equipment is used: the scope of the
proposed link aggregation standard is limited to full duplex links, and there is no
standardized full duplex repeater.
This note is not a ballot comment, but provides background for ballot comments in the
usual form. Most of the commentary on proposed changes is provided as footnotes, to
allow me to strip these out as and when ballot comments are resolved.

                                                     
��&KXUQ�GHWHFWLRQ�LV�PLVVLQJ�IURP�WKLV�GHVFULSWLRQ��6LPSO\�ODFN�RI�WLPH�
��7KLV�KDV�KDG�RQH�SDUWLFXODUO\�LQWHUHVWLQJ�HIIHFW��,Q�WKH�GHVFULSWLRQ�LQ�'����DQG�SULRU�YHUVLRQV�RI�3�����DG��ZKHUH�VLJQDOLQJ�EHWZHHQ�VWDWH
PDFKLQHV�ZDV�HYHQW�EDVHG��FRPPRQ�VLJQDOV�µ/$&3'8�5HFHLYHG¶�DQG�µLQIR([SLUHG¶�ZHUH�XVHG�WR�VLJQDO�WR�D�QXPEHU�RI�PDFKLQHV��7KH�XVH�RI
FRPPRQ�YDULDEOHV�IRU�VLJQDOLQJ�LV�OHVV�DWWUDFWLYH��VLQFH�FRQIXVLRQ�PD\�DULVH�DV�WR�ZKLFK�UHFHLYLQJ�PDFKLQH�VKRXOG�UHVHW�WKH�YDULDEOH��LI�WKDW�LV
UHTXLUHG�WR�DOORZ�IRU�VRPH�GHOD\�LQ�H[HFXWLQJ�WKH�QHFHVVDU\�DFWLRQV��,Q�WKLV�UHYLVHG�GHVFULSWLRQ�WKH�UHFHLYH�PDFKLQH�DQG�PDWFK�ORJLF�WRJHWKHU
QRZ�VLJQDO�µQRW�VHOHFWHG¶�WR�WKH�VHOHFWLRQ�ORJLF��DQG�µPDWFKHG��QRW�PDWFKHG¶�WR�WKH�PX[��FRQWURO�PDFKLQH��7KH�SHULRGLF�WUDQVPLVVLRQ�PDFKLQH
RSHUDWHV�GLUHFWO\�RQ�WKH�UHOHYDQW�RSHUDWLRQDO�VWDWH�YDULDEOHV�DQG�GRHV�QRW�UHTXLUH�DQ\�DGGLWLRQDO�VLJQDOOLQJ�YDULDEOHV��7KH�VLJQDOLQJ�RI�µQHHG�WR
WUDQVPLW¶�WKURXJK�VHWWLQJ�RI�WKH�YDULDEOH�µQWW¶�E\�YDULRXV�PDFKLQHV�LV�XQFKDQJHG�±�WKHUH�LV�RQO\�RQH�UHFLSLHQW�RI�WKH�VLJQDO��WKH�WUDQVPLVVLRQ
PDFKLQH�



Rev. 4.0 Saturday, March 7 1999 2

Protocol Participants
The protocol is described from the point of view
of the physical ports, that represent a single
point of attachment to a transmission medium.
Each physical port that may be aggregated with
other physical ports is a participant in the
protocol.
Aggregation is modelled by the attachment of
one or more physical ports to a Mux that
distributes and collects frames from and to the
aggregate port3. Aggregate ports represent a
point of attachment of higher layer protocols.4

In the familiar case of individual links there is a
trivial one to one correspondence between
physical and aggregate ports which is so obvious
that we do not distinguish them5.
When it is clear that protocol exchanges
between participants in separate systems are
being discussed (rather than the aggregate
behavior of participants in a single system) the
term “participants” refers to the local participant,
sometimes called the “actor” for clarity, and his
remote “partner”.

Protocol Data Units
A single message type, the LACPDU, is
transmitted by protocol participants. It comprises
the following information both for the transmitting
actor, and its remote partner : the partner
information being the actor’s current view of its
partners parameters.
• Port Number
• System ID
• Key
• Status
The Status information communicated
comprises the following flags6:
• LACP_Activity

                                                     
��,�WKLQN�,�KDYH�D�WHUPLQRORJ\�SUREOHP�ZLWK�UHVSHFW�WR�'�����P\
µDJJUHJDWH�SRUW¶�LV�LWV�µDJJUHJDWRU¶��WKLV�ZDV�&LVFR¶V�DJJSRUW�,
EHOLHYH����P\�µSK\VLFDO�SRUW¶�LV�'���¶V�µDJJUHJDWH�SRUW¶�
��6R�LI�\RX�DUH�LQ�WKH�DJJUHJDWLRQ�µOD\HU¶�\RX�ORRN�GRZQ�WKURXJK
SK\VLFDO�SRUWV�WR�WKH�WUDQVPLVVLRQ�PHGLXP�DQG�XS�WKURXJK
DJJUHJDWH�SRUWV�WR�WKH�XVHUV�RI�WKDW�PHGLXP�
��0RVW�QHWZRUN�SURWRFROV�ZHUH�RULJLQDOO\�GHVLJQHG�WR�UXQ�RYHU�D
VLQJOH�OLQN�OD\HU�DFFHVV�SRLQW��DQG�DV�WKH�UHTXLUHPHQW�WR�SURYLGH
WUDQVSDUHQW�PXOWLSOH[LQJ�RYHU�D�QXPEHU�RI�OLQNV�DV�HPHUJHG�WKLV
GLVWLQFWLRQ�EHWZHHQ�µXVHU�GRZQ¶�SRUWV�DQG�µSURYLGHU�XS¶�SRUWV�KDV
EHHQ�ZLGHO\�LQWURGXFHG�DQG�LV�IDPLOLDU�WR�WKH�GHVLJQHUV�DQG�XVHU�RI
ZLGH�DUHD�SURWRFROV��0RVW�URXWHUV�SURYLGH�D�XQLYHUVDO�DEVWUDFWLRQ
IRU�WKLV�FRQFHSW�DFURVV�WKH�GHWDLOV�RI�WKH�SDUWLFXODU�PXOWLSOH[LQJ
WHFKQRORJ\�
��,W�LV�SURSRVHG�WKDW�WKHVH�IODJV�EH�HQFRGHG�LQ�D�/$&�3'8�DV�ELWV
LQ�D�WUDQVPLWWHG�RFWHW��6LQFH�RQO\���IODJV�DUH�FXUUHQWO\�GHILQHG��WKH
WUHDWPHQW�RI�WKH�WZR�µVSDUH¶�IODJV�LV�H[SOLFWO\�GHILQHG�WR�IDFLOLWDWH
LQWHURSHUDELOLW\�DQG�SURWRFRO�XSJUDGHDELOLW\�VKRXOG�WKDW�HYHU�EH
GHVLUHG��$OO�WKH�UHFHLYHG�IODJV�DUH�UHIOHFWHG�LQWR�WKH�DFWRU¶V�YLHZ�RI
WKH�SDUWQHU¶V�VWDWH�

• LACP_Timeout
• Aggregate
• Synchronization
• Collecting
• Distributing
The LACP_Activity flag indicates a participant’s
intent to transmit periodically to detect and
maintain aggregates. If set7 the flag
communicates Active LACP, if reset Passive
LACP. A passive participant will participate in the
protocol if it has an active partner.
The LACP_Timeout flag indicates that the
participant wishes to receive frequent periodic
transmissions8, and will aggressively times out
received information. If set the flag
communicates Short Timeout, if reset Long
Timeout.
The Aggregation flag indicates that the
participant will allow the link to be used as part of
an aggregate. Otherwise the link is to be used as
an individual link, i.e. not aggregated with any
other. This flag is set or reset as a consequence
of local key management : the participant may
know that the link has a unique key9 and hence
will not be aggregated. Signaling this information
allows the receiving actor to skip protocol delays
that are otherwise invoked to allow all links with
the same system id and key combinations to be
collected into one aggregate port without
successive rapid changes to aggregate ports
and accompanying higher layer protocol
disruption.10 If set the flag communicates
Aggregatable, if reset Individual.
The Synchronization flag indicates that the
transmitting participant’s mux component is in
sync with the system id and key information
transmitted. This accommodates multiplexing

                                                     
��6WULFWO\�VSHDNLQJ�ZH�DUH�GLVFXVVLQJ�LQWHUSUHWDWLRQ�RI�WKH�IODJ
ZLWKLQ�WKH�SURWRFRO�HQWLW\�KHUH��QRW�WKH�HQFRGLQJ�RI�/$&�3'8V�
��3UREDEO\�EHFDXVH�LW�ODFNV�FRQILGHQFH�WKDW�LWV�RZQ�KDUGZDUH�ZLOO
LQGLFDWH�D�GLVDEOHG�SK\VLFDO�OLQN�TXLFNO\
��$Q�DOWHUQDWLYH�DSSURDFK�WR�H[SOLFWO\�VLJQDOLQJ�³LQGLYLGXDO´�ZRXOG
KDYH�EHHQ�WR�DOORZ�WKH�SURWRFRO�PDFKLQH�WR�FKDQJH�WKH�NH\�WR�D
UHVHUYHG�QXOO�YDOXH�ZLWK�WKH�VDPH�VHPDQWLFV��+RZHYHU�WKLV�EOXUV
WKH�QHWZRUN�DGPLQLVWUDWRU¶V�RULJLQDO�LQWHQWLRQ��LQ�VHWWLQJ�WKH�NH\
YDOXH��ZLWK�RSHUDWLRQDO�DFWLRQV�WDNHQ�E\�WKH�SURWRFRO�HQWLW\
�GHFLGLQJ�D�OLQN�LV�LQGLYLGXDO�RQ�WKH�EDVLV�RI�LWV�RZQ�LQIRUPDWLRQ
UDWKHU�WKDQ�KDYLQJ�WR�FRQVXOW�ZLWK�LWV�SDUWQHU���8VLQJ�µFOHYHU¶
HQFRGLQJV�ZKLFK�KDYH�WKLV�EOXUULQJ�HIIHFW�DGG�QRWKLQJ�WR�SURWRFRO
VLPSOLFLW\��WUDQVSDUHQF\��RU�XSJUDGDELOLW\��DQG�ZH�DUH�KDUGO\�VKRUW
RI�WKH�HQFRGLQJ�VSDFH�IRU�RQH�ELW�
���$VVHUWLQJ�³LQGLYLGXDO´�LV�D�SRWHQWLDO�H[LW�URXWH�IRU�WKH�SURWRFRO
PDFKLQH�LQ�IXWXUH�VFHQDULRV�DQG�LW�LV�DQWLFLSDWHG�WKDW�LW�ZLOO�EH
XVHIXO�LI�DQ�H[WHQVLRQ�WR�VKDUHG�PHGLD�LV�HYHU�VWDQGDUGL]HG�
$QRWKHU�UHDVRQ�QRW�WR�FRQIXVH�WKLV�IXQFWLRQDOLW\�ZLWK�WKH
DGPLQLVWUDWRU�DVVLJQHG�NH\�
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hardware11 that takes time to set up or
reconfigure.12 If set the flag communicate In
Sync, if reset Out of Sync.
The Collecting flag indicates that the
participant’s collector, i.e. the reception
component of the mux, is definitely on. If set the
flag communicates collecting.
The Distributing flag indicates that the
participant’s distributor is not definitely off. If
reset the flag indicates not distributing.

Protocol Machine
As an aid to understanding and analysis the
protocol machine for each participant is
partitioned into the following components:
• Receive Machine
• Match Logic
• Periodic Transmission Machine
• Selection Logic
• Mux Control Logic and Machine
• Churn Detection Machine
• Transmit Machine
The Receive Machine maintains partner
information, recording protocol information from
LACPDUs sent by remote partner(s). Received
information is subject to a timeout, and if
sufficient time elapses the receive machine will
revert to using default partner information13.
As the Receive Machine processes received
LACPDUs, it uses14 the Match Logic to
determine if:

                                                     
���$QG�VRIWZDUH�LI�WKH�PXOWLSOH[LQJ�LV�XQGHU�WKH�FRQWURO�RI�D
VHSDUDWHO\�VFKHGXOHG�VRIWZDUH�SURFHVV�FRPPXQLFDWLQJ��ZLWK�WKH
DFWRU¶V�SRUW�EDVHG�/$&3�SURWRFRO�HQWLW\�
���:KLOH�D�SULQFLSDO�JRDO�RI�WKLV�SURWRFRO�LV�HQVXULQJ�KLJK
DYDLODELOLW\��WKDW�GRHV�QRW�UHTXLUH�WKDW�QHZ�OLQNV�RU�SK\VLFDO�SRUWV
EH�DGGHG�WR�DJJUHJDWHV�UDSLGO\��VLPSO\�WKDW�OLQNV�RU�SK\VLFDO�SRUWV
WKDW�KDYH�IDLOHG�EH�UHPRYHG�LQ�D�WLPHO\�IDVKLRQ��6LQFH�WKH
PHFKDQLVP�SURPSWLQJ�DGGLWLRQ�ZLOO�XVXDOO\�LQYROYH�DGPLQLVWUDWRU
LQWHUYHQWLRQ�HLWKHU�DW�DQ�DGPLQLVWUDWLYH�FRQVROH�RU�VLPSO\�DGGLQJ�D
SK\VLFDO�OLQN�LQ�D�SOXJ�DQG�SOD\�HQYLURQPHQW�WKDW�LV�IRUWXQDWH��7KLV
REVHUYDWLRQ�FDQ�EH�WDNHQ�DGYDQWDJH�RI�LQ�VWUXFWXULQJ�WKH�SURWRFRO
GHVLJQ�DQG�HQVXULQJ�WKDW�LW�DSSOLHV�WR�WKH�ZLGHVW�SRVVLEOH�VHW�RI
H[LVWLQJ�DQG�QHZ�KDUGZDUH�DQG�V\VWHPV�
���7KH�UHFHLYH�PDFKLQH�GRHV�QRW�UHYHUW�WR�GHIDXOW�SDUWQHU
LQIRUPDWLRQ�LPPHGLDWHO\��7KLV�DOORZV�D�SK\VLFDO�SRUW�ZKLFK�KDV
EHHQ�³XQSOXJJHG´��GLVDEOHG��WR�FRQWLQXH�WR�VHOHFW�WKH�VDPH
DJJUHJDWH�SRUW��PLQLPL]LQJ�GLVUXSWLRQ�WR�KLJKHU�SURWRFRO�OD\HUV�
SDUWLFXODUO\�LI�WKH�SOXJ�LV�SXW�EDFN�LQ�ODWHU�DOORZLQJ�WKH�SRUW�WR
UHVXPH�LWV�UROH�LQ�WKH�DJJUHJDWH��+RZHYHU�ZKLOH�WKH�SRUW�LV
XQSOXJJHG�WKH�UHFHLYHG�LQIRUPDWLRQ�ZLOO�H[SLUH�VR�WKHUH�LV�QR
GDQJHU�RI�D�³PDWFK´�EHLQJ�UHSRUWHG�RQ�WKH�EDVLV�RI�YHU\�ROG
LQIRUPDWLRQ�IURP�D�SURWRFRO�SDUWQHU�
���3ODFLQJ�WKH�0DWFK�/RJLF�LQVLGH�WKH�5HFHLYH�0DFKLQH�DYRLGV�WKH
QHHG�WR�NHHS�D�UHFRUG�RI�WKH�SDUWQHU¶V�YLHZ�RI�WKH�DFWRU¶V�SURWRFRO
SDUDPHWHUV��WKH�FRPSDULVRQ�EHLQJ�GRQH�RQ�UHFHLSW��7KLV�LV�D
FKDQJH�WR�WKH�GHVFULSWLRQ�LQ�'�����,W�LV�SRVVLEOH�WR�SXOO�RXW�WKH
0DWFK�/RJLF��WKRXJK�WKH�XVH�RI�SDUWQHU�GHIDXOW�LQIRUPDWLRQ�PDNHV
WKLV�PRUH�FXPEHUVRPH�WKDQ�SUHYLRXVO\�

a) the participants have both agreed on the
protocol information exchanged so that the
physical port can be used in an aggregate

b) differences exist between the actor’s
protocol information and the partner’s view
of that information, requiring the actor to
transmit a further LACPDU15.

The Periodic Transmission Machine
establishes the desire of the participants to
exchange LAC PDUs periodically to maintain an
aggregate, and how often periodic transmission
should take place.
The Mux Control Machine attaches the
physical port to an aggregate port16, using the
Selection Logic to choose an appropriate port,
and turns the distributor and collector for the
physical port on or off as required by protocol
information.
The Transmit Machine formats and transmits
LACPDUs as required by the Periodic
Transmission Machine and by other machines if
the partner’s view of the actor’s state is not
current. It imposes maximum transmission rate
limitations on LACPDUs.

Protocol Time Constants
The following time constants are specified for
the protocol, and shall not be changed17 by
management or other means.
• Fast Periodic Time

• 1 second
• Slow Periodic Time

• 30 seconds
• Short Timeout Time

• 3 seconds
• Long Timeout Time

• 90 seconds
• Aggregate Wait Time18

• 2 seconds19

                                                     
���D��DQG�E��DUH�QRW�WKH�VDPH�
���0DNLQJ�WKH�0X[�&RQWURO�0DFKLQH�UHVSRQVLEOH�IRU�DWWDFKLQJ�DQG
GHWDFKLQJ�WKH�SK\VLFDO�SRUW�IURP�DQ�DJJUHJDWH�SRUW��DV�ZHOO
FRQWUROOLQJ�WKH�FROOHFWRU�DQG�GLVWULEXWRU��DYRLGV�KDYLQJ�WR�GXSOLFDWH
VWDWH�IURP�D�VHSDUDWH�6HOHFWLRQ�0DFKLQH��7KLV�LV�D�SURSRVHG
FKDQJH�WR�'�����+HUH�WKH�VHOHFWLRQ�ORJLF��XQFKDQJHG�IURP�'�����LV
LQYRNHG�E\�WKH�0X[�&RQWURO�0DFKLQH�
���7KH�UHODWLRQVKLS�RI�VRPH�RI�WKHVH�YDOXHV�LV�LPSRUWDQW��DQG�WKH
DLP�LV�WR�SURPRWH�LQWHURSHUDELOLW\��0RUHRYHU�WKHVH�SDUDPHWHUV�GR
QRW�UHVWULFW�WKH�UHVSRQVLYHQHVV�RI�DQ�LPSOHPHQWDWLRQ�WKDW�IRFXVHV
RQ�KLJK�DYDLODELOLW\��QRW�VKRXOG�WKH\�SURYH�RQHURXVO\�TXLFN�
���,�EHOLHYH�WKLV�WR�EH�D�PRUH�DFFXUDWH�QDPH�WKDQ�µ6HOHFWLRQ�:DLW
7LPH¶��XVHG�LQ�'����
���*LYHQ�DV���VHFRQGV�LQ�'�����,�FDQ¶W�UHFDOO�WKH�ORJLF�EHKLQG�WKDW
EXW�,�QRZ�EHOLHYH�LW�LV�WRR�ORQJ�
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Protocol Variables
The following variables model an implementation
of the protocol. Conformance to the protocol is
purely in terms of observable protocol and
management operations, so an actual
implementation may hold the data described in
any it chooses.

Aggregate Ports
The following variables are logically associated
with each aggregate port. This note describes
LACP implementations that have an aggregate
port available for each physical port20, and a
single key value that applies to both the
aggregate port and the physical port. For these
implementations it is not necessary to record
these variables separately from those recorded
for the physical port.
• Aggregator MAC Address
• Aggregator Actor Port Priority21 and Port

Number
• Aggregator Actor System Priority and

System ID
• Aggregator Actor Key
• Aggregator Partner Port Priority and Port

Number
• Aggregator Partner System Priority and

System ID
• Aggregator Partner Key
• Aggregator Aggregation Flag

• True for an Aggregate that may include
more than one physical port, False for
an Individual link.

Physical Ports
The following variables are associated with each
physical port.
• Actor’s Port Priority and Port Number
• Actor’s System Priority and System ID
• Actor’s Operational Key
• Actor’s Admin Key
• Actor’s Operational Status22

• Actor’s Admin Status

                                                     
���6HH�WKH�GHVFULSWLRQ�RI�WKH�6HOHFWLRQ�/RJLF�DQG�VHOHFWLRQ�UXOHV�
���7KLV�DQG�WKH�IROORZLQJ�YDULDEOHV�FRPSULVH�WKH�/$*�,'�IRU�WKH
DJJUHJDWH�SRUW�
���1RWH�WKDW�WKH�VWDWH�RI�WKH�3HULRGLF�0DFKLQH��VHH�EHORZ��GRHV
QRW�DSSHDU�LQ�WKLV�OLVW��7KH�DFWRU¶V�DQG�SDUWQHU¶V�RSHUDWLRQDO�VWDWXV
KROG�DOO�WKH�LQIRUPDWLRQ�UHTXLUHG�

• Partner’s Operational Port Priority and Port
Number

• Partner’s Operational System Priority and
System ID

• Partner’s Operational Key
• Partner’s Operational Status
• Partner’s Admin23 Port Priority and Port

Number
• Partner’s Admin System Priority and System

ID
• Partner’s Admin Key
• Partner’s Admin Status
• Receive Machine State : Rxm_current,

Rxm_expired, Rxm_defaulted,
Rxm_disabled

• selected : True if the Selection Logic has
selected an aggregate port since the LAG ID
last changed

• matched : True if the protocol partner has
matched the actor’s half of the lAG ID24.

• aggregate : True if the link can be
aggregated with others, False if it has to be
an individual link.

• Aggregate Port : An identifier for the
aggregate port that the physical port is
attached to or desires to be attached to25.
May be null if none is available.

• attach : True if Mux Control logic has
instructed local system resources to attach
to the aggregate port.

• attached : True if the local system resources
have attached the physical port to the
aggregate port.

• attach_when : Count of the number of
seconds before the physical port may be
attached to an aggregate port. Initial value
Aggregate Wait Time26.

• ntt : True if a transmission is required.
• hold_count27 : The number of LACPDUs

transmitted since hold_while was initialized,
a new request for transmission is held if this
is not less than the maximum number of
transmissions allowed in a hold_while
interval (one second)

• hold_while : Count of the number of seconds
(initialized to 1 when started) of the number
of seconds before the hold_count is reset.

                                                     
���5HIHUUHG�WR�DV�µ'HIDXOW¶�UDWKHU�WKDQ�µ$GPLQ¶�LQ�'����
���'HWDLOHG�GHVFULSWLRQ�EHORZ�
���6KRXOG�FRUUHVSRQG�WR����������D$JJ3RUW&XUUHQW$JJ,'�LQ�'����
���%HWZHHQ�WKHP�DWWDFK��DWWDFKHG��DQG�DWWDFKBZKHQ�HQFRGH�'���
���������D$JJ3RUW'HEXJ6HOHFWLRQ6WDWH�
���7RJHWKHU�KROGBFRXQW�DQG�KROGBZKLOH�OLPLW�WKH�PD[LPXP
/$&3'8�WUDQVPLVVLRQ�UDWH�DV�UHTXLUHG�E\�'�����KRZHYHU�WKH
SDUWLFXODU�ZD\�WKLV�LV�GRQH�VKRXOG�EH�OHIW�XS�WR�LQGLYLGXDO
LPSOHPHQWDWLRQV�
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Receive Machine and Match Logic
The Receive Machine extracts the following from
each received LACPDU:
• LACPDU Actor Port Number28

• LACPDU Actor System ID
• LACPDU Actor Key
• LACPDU Actor Aggregate flag29

and compares30 this information with that already
recorded as the:
• Partner31’s Operational32 Port Number
• Partner’s Operational System ID
• Partner’s Operational Key
• Partner’s Operational Aggregate flag
These may have been extracted from a
previously received LACPDU33, or may be
administrative defaults supplied by management
of the actor. If the information has changed a
new protocol partner has been detected and ‘not
selected’ is signaled to the Selection Logic by
setting the shared state variable34 selected
false35,36.

                                                     
���7KURXJKRXW�WKLV�GHVFULSWLRQ�WKH�3RUW�1XPEHUV�DQG�6\VWHP�,'V
DUH�WUHDWHG�DV�FRQWDLQLQJ�WKHLU�SULRULW\�FRPSRQHQWV��7KLV�VLPSOLILHV
WKH�GHVFULSWLRQ�DQG�WKH�SURWRFRO��DV�WKHUH�LV�QR�QHHG�WR�GHVFULEH
WKH�SULRULW\�FRPSRQHQWV�H[FHSW�LQ�WKH�PDQDJHPHQW�VHFWLRQV��,W
GRHV�KDYH�WKH�HIIHFW�WKDW�D�FKDQJH�LQ�D�SULRULW\�FRPSRQHQW�LV
WUHDWHG�DV�LI�D�GLIIHUHQW�LGHQWLILHU�ZDV�EHLQJ�XVHG��0DQDJHPHQW
FKDQJHV�RI�SULRULW\�DUH�HQYLVDJHG�WR�EH�VR�UDUH�WKDW�WKLV�VKRXOG�QRW
SUHVHQW�D�SUREOHP��,W�LV�LPSRUWDQW�WKDW�WKLV�DSSURDFK��RU�LWV
FRQYHUVH��EH�PDGH�H[SOLFLW�LQ�3�����DG��$V�GHVFULEHG�KHUH�LW
ZRXOG�EH�SRVVLEOH�WR�³ERUURZ´�IURP�WKH�SULRULW\�VSDFH�WR�HQODUJH
WKH�LGHQWLILHUV�
���(QFRGHG�DV�SDUW�RI�WKH�$FWRU¶V�6WDWH��VHH�EHORZ�
���7KLV�FRPSDULVRQ�FRXOG�EH�GRQH�ODWHU��E\�WKH�6HOHFWLRQ�/RJLF��DW
WKH�FRVW�RI�PDLQWDLQLQJ�D�VHSDUDWH�FRS\�RI�WKLV�LQIRUPDWLRQ�IRU
FXUUHQWO\�VHOHFWHG�DJJUHJDWH�
���7KH�³SDUWQHU´�UHIHUUHG�WR�KHUH�ZDV�WKH�WUDQVPLWWHU�RI�WKH�/$&
3'8��VR�RI�FRXUVH�WKLV�WKH�DFWRU¶V�LQIRUPDWLRQ�LQ�WKH�3'8�
���7KHVH�YDOXHV�DUH�UHIHUUHG�WR�DV�³2SHUDWLRQDO´�EHFDXVH�WKH\�DUH
WKH�YDOXHV�XVHG�E\�WKH�UHPDLQGHU�RI�WKH�SURWRFRO�PDFKLQH��DQG
UHIOHFWHG�EDFN�WR�WKH�SDUWQHU��(DFK�³RSHUDWLRQDO´�YDOXH�KDV�D
FRUUHVSRQGLQJ�³$GPLQLVWUDWLYH´�RU�³$GPLQ´�YDOXH��7KHVH�KROG�WKH
DGPLQLVWUDWLYH�GHIDXOWV�VHW�E\�PDQDJHPHQW��,Q�WKH�'���
PDQDJHPHQW�VHFWLRQV�DQ�LQFRPSOHWH�PL[�RI�³2SHU´�DQG�³'HIDXOW´
YDULDEOHV�DUH�SUHVHQW��,�VXJJHVW�ZH�UHPRYH�WKH�ODWWHU�DQG�KDYH�D
FRPSOHWH�DGPLQLVWDUWLYH�VHW��7KLV�LV�FRQVLVWHQW�ZLWK�WKH�ZD\�WKDW
WKH�SURSRVHG�UHFHLYH�PDFKLQH�XVHV�WKH�DGPLQLVWUDWLYH��YDOXHV��
���2QO\�LQIRUPDWLRQ�IURP�WKH�ODVW�/$&3'8�LV�HYHU�UHFRUGHG�
���$V�SHU�������VWDWH�PDFKLQH�FRQYHQWLRQV�
���7KLV�LQIRUPV�WKH�6HOHFWLRQ�/RJLF�WKDW�WKH�SDUWQHU�LV�QR�ORQJHU
XVLQJ�WKH�SUHYLRXV�/$*�,'�
���7KLV�ZLOO�FDXVH�WKH�0X[�&RQWURO�0DFKLQH�WR�GHWDFK�WKH�SK\VLFDO
SRUW�IURP�LWV�FXUUHQW�DJJUHJDWH�SRUW��DQG��HYHQWXDOO\��VHOHFW�D�QHZ
DJJUHJDWH�DSSURSULDWH�IRU�WKH�QHZ�SDUWQHU��7KLV�KDV�WR�KDSSHQ
DIWHU�WKH�QHZ�SURWRFRO�LQIRUPDWLRQ�LV�DYDLODEOH��7KH�GHVFULSWLRQ
JLYHQ�KHUH�LV�DGHTXDWH�LI�WKH�PDFKLQHV�RSHUDWH�DWRPLFDOO\��DV�SHU
WKH�������FRQYHQWLRQV���RU�VHTXHQWLDOO\�FRPSOHWLQJ�WKH�SURFHVVLQJ
RI�HDFK�HYHQW�EHIRUH�DQRWKHU�PDFKLQH�UXQV�

The operational Port Number, System ID, Key,
and Status information for the partner is then
updated with the information from the
LACPDU37.
The Receive Machine extracts the following from
each received PDU:
• LACPDU Partner Port Number
• LACPDU Partner System ID
• LACPDU Partner Key
• LACPDU Partner Aggregate Flag
and compares this information with that recorded
as the:
• Actor’s Operational Port Number
• Actor’s Operational System ID
• Actor’s Operational Key
• Actor’s Operational Aggregate flag
If this comparison succeeds38 or if the Partner’s
Operational Aggregate flag is false39, the Match
Logic considers the partner to have matched the
actor’s LAG (link aggregation group) identifier
and signals that to the mux control logic by
setting the shared state variable matched40.
Otherwise matched is reset.
Additionally, if the partner Port Number, System
ID, Key, or Status do not match the operational
information held for the actor, ‘need to transmit’
is signaled to the Transmit Machine by setting
the shared state variable ntt to true.
Following receipt of a valid LACPDU, the
Receive Machine enters the Current state. The
LACP Timeout flag in the Actor’s Operational
Status is set to the value in the Actor’s
Administrative Status41, and the current while
timer42 started or restarted with an initial value43

of Short timeout or Long timeout as
appropriate.
If the current while timer expires, the Receive
Machine enters the Expired state, and the
                                                     
���7KLV�LV�WKH�DFWRU¶V�LQIRUPDWLRQ�LQ�WKH�3'8��VHH�D�SUHYLRXV
IRRWQRWH�
���7KH�SURWRFRO�SDUWQHU�NQRZV�DOO�DERXW�WKH�DFWRU�VR�WKH�DFWRU�FDQ
VDIHO\�DJJUHJDWH�WKH�OLQN�
���7KH�RQO\�ZD\�WKH�OLQN�FDQ�EH�XVHG�LV�DV�DQ�µLQGLYLGXDO�OLQN¶�L�H�
DV�DQ�DJJUHJDWH�RI�RQH��VR�LW�GRHV�QRW�PDWWHU�LI�WKH�SDUWQHU�KDV�WKH
DFWRU¶V�IXOO�GHWDLOV�\HW�
���'����GLVWLQJXLVKHV�D�µPDWFKHG�LQGLYLGXDO¶�IURP�D�µPDWFKHG
DJJUHJDWH¶��WKLV�LV�XQQHFFHVVDU\�VLQFH�WKH�DJJUHJDWH�VHOHFWLRQ
SURYLGHV�WKH�QHFHVVDU\�VHOHFWLRQ��7KLV�VLPSOLILFDWLRQ�LV�PDGH
SRVVLEOH�EHFDXVH�WKH�LQWURGXFWLRQ�RI�WKH�DGPLQLVWUDWLYH��GHIDXOW�
SDUDPHWHUV�IRU�WKH�SDUWQHU�PHDQV�WKHUH�DUH�DOZD\V�SDUWQHU
RSHUDWLRQDO�SDUDPHWHUV��VR�WKH�LQGLYLGXDO�DJJUHJDWH�GLVWLQFWLRQ
GRHV�QRW�QHHG�WR�EH�FDSWXUHG�E\�WKH�PDWFK�ORJLF�
���5HFRYHULQJ��LI�QHFHVVDU\��IURP�WHPSRUDULO\�DGYHUWLVLQJ�6KRUW
WLPHRXW�LQ�WKH�([SLUHG�VWDWH�
���7KH�UHFHLYH�PDFKLQH�XVHV�D�VLQJOH�WLPHU�
���7KURXJKRXW�WKLV�GHVFULSWLRQ�WLPHUV�DUH�GHVFULEHG�DV�GRZQ
FRXQWHUV�ZKLFK�H[SLUH�ZKHQ�WKH\�UHDFK�]HUR�
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current while timer is restarted with an initial
value of Short timeout. The Actor’s Operational
LACP Timeout flag is set to Short timeout44, as
is the Partner’s45. The shared state variable
‘matched’ is reset to signal ‘not matched’ to the
Mux Control Logic.
If the current while timer expires in the Expired
state, the Receive Machine enters the Defaulted
state. The Partner’s Operational Port Number,
System ID, Key, and Status are set to the
Partner’s Administrative values, and ‘matched’ is
set.
Any change to the actor’s or partner’s
operational LACP Active or LACP Timeout flags
causes the Periodic Machine to reevaluate its
current state46.
The LACP Entity is generally managed by
changing the actor’s and partner’s47

Administrative rather than Operational
parameters. The following are always updated
immediately, so there is no need for visibily
different administrative and operational states:
• Actor’s Port Number48

• Actor’s System ID49

• Actor’s Operational Status50 :
• LACP_Activity
• LACP_Timeout

                                                     
���7KLV�VKRXOG�SURPSW�WKH�SDUWQHU�WR�WUDQVPLW�EHIRUH�WKH
5[PBH[SLUHG�VWDWH�LV�OHIW��7KLV�LV�PRVW�LPSRUWDQW�RQ�LQLWLDOL]DWLRQ�
���(QVXULQJ�WKDW�WKH�DFWRU�ZLOO�WUDQVPLW�UDSLGO\�WKURXJKRXW�WKH�VKRUW
GXUDWLRQ�RI�WKH�([SLUHG�VWDWH��$VVXPLQJ�WKDW�WKH�SDUWQHU¶V
RSHUDWLRQDO�/$&3B7LPHRXW�LV�VKRUW�VWLPXODWHV�UDSLG�WUDQVPLVVLRQ
LQLWLDOO\�WR�GLVFRYHU�D�SDUWQHU�UDSLGO\�ZKLOH�DOORZLQJ�IRU�D�VORZ
SHULRGLF�UDWH�LQ�WKH�VWHDG\�VWDWH�WR�HQVXUH�WKDW�QR�SDUWQHU�FKDQJHV
DUH�PLVVHG�
���6LQFH�WKH�������VWDWH�PDFKLQH�FRQYHQWLRQV�VSHFLI\�WKDW�D�VWDWH
EORFN�FRQWLQXDOO\�HYDOXDWHV�LWV�H[LW�FRQGLWLRQV�XQWLO�RQH�LV�VSHFLILHG
������������&ODXVH���������QR�IRUPDO�VLJQDOLQJ�WR�WKH�3HULRGLF
0DFKLQH�LV�UHTXLUHG��WKH�ODWHU�PHUHO\�QHHGV�DFFHVV�WR�WKH�UHOHYDQW
GDWD��+RZHYHU�WKLV�VXEWOHW\�PLJKW�ZHOO�EH�ORVW�RQ�VRIWZDUH
HQJLQHHUV�XQIDPLOLDU�ZLWK�WKH�������FRQYHQWLRQV��KHQFH�WKH�DERYH
QRWH��%\�WKH�VDPH�DUJXPHQW��LI�WKH�5HFHLYH�0DFKLQH�VWRUHG�D
FRPSOHWH�FRS\�RI�WKH�UHFHLYHG�/$&3'8�WKHUH�ZRXOG�EH�QR�QHHG
IRU�DQ\�H[SOLFLW�LQWHU�PDFKLQH�VLJQDOOLQJ�DW�DOO��0RUHRYHU�VLQFH
HDFK�PDFKLQH�LV�GHHPHG�WR�H[HFXWH�DWRPLFDOO\�WKHUH�ZRXOG�EH�QR
QHHG�WR�JXDUG�VHFWLRQV�ZKHUH�VHYHUDO�VKDUHG�YDULDEOHV�DUH
FKDQJHG�WRJHWKHU��7KLV�LV�QRW�D�VDWLVIDFWRU\�EDVLV�IRU�D�WURXEOH�IUHH
VSHFLILFDWLRQ�IRU�WKH�WDUJHW�DXGLHQFH��PRUH�XVHG�WR�RSWLPL]LQJ
H[HFXWLRQ�IRU�XVH�RI�D�VLQJOH�VHTXHQWLDO�SURFHVVRU��RU�DW�WKH�RWKHU
H[WUHPH�FRSLQJ�ZLWK�SUHHPSWLYH�LQWHUOHDYHG�H[HFXWLRQ�
���%\�ZKLFK�,�PHDQ�WKH�SDUDPHWHUV�ORFDO�WR�WKH�DFWRU�WKDW�FODLP�WR
UHSUHVHQW�WKH�3DUWQHU¶V�$GPLQLVWUDWLYH�VWDWH��QRW�WKH�SDUDPHWHUV
KHOG�E\�WKH�SDUWQHU�LWVHOI�
���,QFOXGLQJ�D�SULRULW\�FRPSRQHQW��ZKLFK�PD\�WKH�RQO\�SDUW
PDQDJHDEOH�E\�D�QHWZRUN�DGPLQLVWUDWRU�
���,QFOXGLQJ�D�SULRULW\�FRPSRQHQW�ZKLFK�PD\�EH�WKH�RQO\�SDUW
PDQDJHDEOH�E\�D�QHWZRUN�DGPLQLVWUDWRU�
���$OWKRXJK�WKHUH�LV�QR�QHHG�IRU�VHSDUDWH�DGPLQLVWUDWLYH�DQG
RSHUDWLRQDO�YDOXHV�IRU�WKHVH�IODJV��LW�SURYHV�FRQYHQLHQW�WR�WUHDW�WKH
6WDWH�IODJV�DV�D�ZKROH�IRU�PDQDJHPHQW��7KXV�WKHUH�DUH
2SHUDWLRQDO�DQG�$GPLQLVWDULYH�YHUVLRQV�RI�WKH�$FWRU¶V�6WDWH�

The Actor’s Operational Key may be varied by an
implementation to deal with aggregation
constraints not easily represented by a Key
value. A simple implementation will keep
Operational and Administrative values the
same51.
The Aggregation flag in the Actor’s Status is not
directly manageable but is a consequence of key
management : it is reset if the port has a unique
key. The Synchronization, Collecting, Distributing
and reserved flags52, are not manageable but
are set as a consequence of protocol operation.
Following changes to the actor’s Port Number,
System ID, Operational Key, or Aggregation flag,
‘not selected’ is signaled to the Selection Logic,
‘out of sync’ to the Mux Control Logic, and ‘need
to transmit’ to the Transmission Machine.
The following operational parameters are only
updated from their corresponding
administrative53 versions if the Receive Machine
is in the Defaulted state, and on first initializing
the Receive Machine:
• Partner’s Operational Port Number54

• Partner’s Operational System ID
• Partner’s Operational Key
• Partner’s Operational Status55 :

• LACP_Activity
• LACP_Timeout
• Aggregation
• Synchronization
• Collecting
• Distributing and Reserved bits56

                                                     
���6XFK�D�VLPSOH�LPSOHPHQWDWLRQ�FDQ�VWLOO�GHDO�ZLWK�WKH�VLPSOHU
IRUP�RI�DJJUHJDWLRQ�FRQVWUDLQWV��VXFK�DV�KDYLQJ�D�PD[LPXP
QXPEHU�RI�SK\VLFDO�OLQNV�LQ�D�JLYHQ�DJJUHJDWH��$�PRUH�FRPSOHWH
GHVFULSWLRQ�RI�FRQVWUDLQWV�DQG�UXOHV�IRU�FKDQJLQJ�NH\V�ZLOO�EH
DGGHG�WR�WKLV�GRFXPHQW�
���%LWV���DQG���RI�WKH�6WDWH�RFWHW��7KLV�DUH�WUDQVPLWWHG�DV���LQ�WKH
$FWRU¶V�VWDWH��XQFKHFNHG�RQ�UHFHLSW��DQG�UHIOHFWHG�LQ�WKH�3DUWQHU
6WDWH�RFWHW�LQ�/$&3'8V�
���,Q�3�����DG�'����&ODXVH����WKHVH�DUH�FDOOHG�[[['HIDXOW[[[
ZKLOH�WKH�RSHUDWLRQDO�YHUVLRQV�ODFN�WKH�GHVLJQDWWLRQ�2SHUDWLRQDO�
8QOHVV�WKHUH�LV�VRPH�HVWDEOLVKHG�FRQYHQWLRQ�DJDLQVW�VXFK�D�XVH
RI�DGPLQLVWUDWLYH�DQG�RSHUDWLRQDO�,�EHOLHYH�WKHUH�LW�LV�FOHDUHU�WR�XVH
[[[2SHU[[[�DQG�[[[$GPLQ[[[�IRU�WKHVH�SDUDPHWHUV�
���$�GHIDXOW�YHUVLRQ�RI�WKLV�SDUDPHWHU�LV�PLVVLQJ�IURP�'�����LW�LV
UHTXLUHG�WR�UHVROYH�VLPSOH�DJJUHJDWLRQ�FRQVWUDLQWV�DQG�FDQ�VHUYH
DV�D�XVHIXO�FKHFN�WKDW�WKH�OLQN�OHDGV�WR�WKH�H[SHFWHG�SRUW�RQ�WKH
SDUWQHU�V\VWHP�
���$OORZLQJ�WKH�DGPLQLVWUDWLYH�YDOXHV�RI�WKHVH�IODJV�WR�EH�VHW�DQG
EURXJKW�LQWR�SOD\�LQ�WKH�'HIDXOWHG�VWDWH�RIIHUV�D�ZLGHU�UDQJH�RI
XVHIXO�EHKDYLRUV�WKDQ�VSHFLILHG�LQ�'�����LQFOXGLQJ�FRQWLQXLQJ�RU
GLVFRQWLQXLQJ�/$&3B$FWLYLW\�LQ�WKH�'HIDXOWHG�VWDWH��UHTXLUHV�WKDW
WKH�$FWRUV¶V�/$&3B$FWLYLW\�LV�)DOVH���WUDQVPLWWLQJ�/$&3'8V�RQ�D
IUHTXHQW�RU�DQ�LQIUHTXHQW��EDVLV��DQG�KDYLQJ�WKH�OLQN�EH�DFWLYH�LQ
DQ�DJJUHJDWLRQ�RU�QRW��7KH�3HULRGLF�7UDQVPLVVLRQ�PDFKLQH�LV
VLPSOLILHG�VLQFH�LW�MXVW�WDNHV�QRWH�RI�WKH�FXUUHQW�VHWWLQJV�RI
/$&3B$FWLYLW\�DQG�/$&3B7LPHRXW�DQG�QRW�RI�DQ\�FKDQJHV�LQ
5HFHLYH�0DFKLQH�VWDWH�
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If the physical port’s MAC is disabled, the
Disabled57  state is entered. The previous
Partner’s Operational Port Number, System ID,
Key and LACP_Activity are retained, but
‘matched’ is reset. The current_while timer is
stopped if running. The Receive Machine is
initialized in the Disabled state.
If the physical port’s MAC is subsequently
enabled, the Actor’s Operational LACP Timeout
flag is set to Short timeout58, as is the Partner’s,
and the Expired state is entered, restarting the
current_while timer with an initial value of Short
timeout.

Receive State Machine Description
This section presents a more formal description
of the Receive Machine, introduced informally
above.

Receive Machine States and Timer
The receive machine has four states, other than
those implied by the stored data previously
described:
• Rxm_current
• Rxm_expired
• Rxm_defaulted
• Rxm_disabled
a single timer, the current while timer that is
started in the Rxm_current and Rxm_expired
states with an initial value59 of either60:
• Short timeout

or
• Long timeout
depending on the value of the Actor’s
Operational Status LACP_Timeout, as
transmitted in LACPDUs.

Receive Machine Events
The following events can occur:
• participant created or reinitialized61

                                                                               
���1R�DFWLRQV�DUH�WDNHQ�DV�WKH�UHVXOW�RI�WKHVH�EXW�LW�LV�HDVLHU�WR
YLHZ�WKH�XSGDWH�SURFHVV�DV�SLFNLQJ�XS�WKH�HQWLUH�VWDWH�WKDWQ�MXVW
SDUWV�RI�LW�VLQFH�WKHUH�LV�QR�GLIIHUHQFH��7KLV�DOORZV�IRU�WKH�IDFW�WKDW
WKH�UVHUYHG�ELWV�PD\�KDYH�VRPH�IXWXUH�PHDQLQJ�
���7KLV�ZDV�SUHYLRXVO\�GHVFULEHG�DV�D�YDULDWLRQ�RQ�WKH�([SLUHG
VWDWH�ZLWK�WKH�FXUUHQW�ZKLOH�WLPHU�QRW�UXQQLQJ��WKLV�VHHPV�D�FOHDQHU
GHVFULSWLRQ��SDUWLFXODUO\�EHDULQJ�LQ�PLQG�WKH�QHHG�WR�WUDQVODWH�WR
������FRQYHQWLRQV�
���7KLV�VKRXOG�SURPSW�WKH�SDUWQHU�WR�WUDQVPLW�EHIRUH�WKH
5[PBH[SLUHG�VWDWH�LV�OHIW��7KLV�LV�PRVW�LPSRUWDQW�RQ�LQLWLDOL]DWLRQ�
���7KURXJKRXW�WKLV�GHVFULSWLRQ�WLPHUV�DUH�GHVFULEHG�DV�GRZQ
FRXQWHUV�ZKLFK�H[SLUH�ZKHQ�WKH\�UHDFK�]HUR�
���7KH�YDOXHV�RI�WKHVH�WLPHRXWV�DUH�VHW�E\�WKH�SURWRFRO
VSHFLILFDWLRQ��WKH\�DUH�QRW�FKDQJHG�E\�LPSOHPHQWDWLRQV�RU�QHWZRUN
DGPLQLVWUDWRUV�H[FHSW�WR�VHOHFW�WKH�VKRUW�RU�ORQJ�YDOXH�
���7KLV�LV�D�PDQDJHPHQW�HYHQW�ZKRVH�SXUSRVH�LV�WR�UHVWRUH�WKH
SURWRFRO�HQWLW\�WR�LWV�LQLWLDO�VWDWH�JUDFHIXOO\�ZLWKRXW�GURSSLQJ�DQ\
ORRVH�HQGV��7\SLFDOO\�SURWRFRO�GHVFULSWLRQV�RPLW�WKH�VSHFLILFDWLRQ

• received LAC PDU
• physical MAC enabled
• physical MAC disabled
• current while timer expiry
The physical MAC disabled event indicates that
either or both of the physical MAC transmission
or reception for the physical port associated with
the actor have become non-operational.
The received LAC PDU event only occurs if both
physical transmission and reception are
operational, so far as the actor is aware62.

Receive Machine Actions
The receive machine and match logic can take
the following local actions:
• record partner operational parameters from

received LACPDUs
• update partner operational parameters from

partner administrative parameters
• set the partner and actor’s operational

LACP_Timeout to Short timeout
• set the partner and actor’s operational

LACP_Timeout to their administrative values
• start the current while timer
• reset the ‘selected’ shared state variable
• set or reset the ‘matched’ shared state

variable
• signal need to transmit to the Transmit

Machine by setting the ntt shared state
variable.

                                                                               
RI�EDVLF�PDQDJHPHQW�RSHUDWLRQV�WKXV�LQYLWLQJ�LPSOHPHQWDWLRQ
SUREOHPV��:H�DWWHPSW�WR�DYRLG�WKLV�PLVWDNH�
���7KLV�UHPRYHV�WKH�QHHG�IRU�WKH�UHFHLYH�PDFKLQH�WR�H[SOLFLWO\
WUDFN�WKH�SK\VLFDO�0$&�RSHUDWLRQDO�VWDWHV�
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Receive State Machine
5[PBFXUUHQW 5[PBH[SLUHG 5[PBGHIDXOWHG 5[PBGLVDEOHG

FUHDWH�RU
UHLQLWLDOL]H��SK\VLFDO
0$&�GLVDEOHG

FXUUHQWBZKLOH� �6WRSSHG�
SDUWQHU�RSHU� �SDUWQHU�DGPLQ�

VHOHFWHG� �)DOVH��PDWFKHG� �)DOVH
5[PBGLVDEOHG

SK\VLFDO�0$&
HQDEOHG ;

DFWRU�RSHU�WLPHRXW�� 
6KRUW���SDUWQHU�RSHU
WLPHRXW� �6KRUW�
FXUUHQWBZKLOH� 
6KRUW�WLPHRXW�
5[PBH[SLUHG

SK\VLFDO�0$&
GLVDEOHG

FXUUHQWBZKLOH� �6WRSSHG�
PDWFKHG� �)DOVH�
5[PBGLVDEOHG

;

UHFHLYHG/$&3'8 LI��SGX�DFWRU�� �SDUWQHU�RSHU��VHOHFWHG� �)DOVH
PDWFKHG� ��SGX�SDUWQHU�  �DFWRU�RSHU��__��SGX�DFWRU�DJJUHJDWLRQ

LI��SGX�SDUWQHU�� �DFWRU�RSHU��QWW� �7UXH
SDUWQHU�RSHU� �SGX�DFWRU

FXUUHQWBZKLOH� �DFWRU�RSHU�WLPHRXW� �DFWRU�DGPLQ�WLPHRXW
5[PBFXUUHQW

;

FXUUHQWBZKLOH�WLPHU
H[SLU\

DFWRU�RSHU�WLPHRXW�� 
6KRUW���SDUWQHU�RSHU
WLPHRXW� �6KRUW�
FXUUHQWBZKLOH� 

6KRUWBWLPHRXW��PDWFKHG
 �)DOVH�

5[PBH[SLUHG

LI��SDUWQHU�RSHU�� 
SDUWQHU�DGPLQ��VHOHFWHG
 �)DOVH��SDUWQHU�RSHU� 

SDUWQHU�DGPLQ�
PDWFKHG� �7UXH�

5[PBGHIDXOWHG

;

Periodic Transmission Machine
This machine establishes the desire of the
participants to exchange LAC PDUs periodically
to maintain an aggregate, and how often periodic
transmission should occur.
The machine has three states, simply
determined by the Actor’s Operational
LACP_Activity flag and the Partner’s Operational
LACP_Activity, and LACP_Timeout flags:
• No_Periodic transmission
• Fast_Periodic transmission
• Slow_Periodic Transmission
These control the use and initial value of a single
timer, the periodic transmission timer. This
stimulates periodic transmissions to ensure that
the actor’s information is not timed out by a
protocol partner, and, if the actor is active, to
discover a new partner.
Periodic exchanges63 will take place if either
participant so desires64. If both the actor and the

                                                     
���7KLV�PDFKLQH�RQO\�JRYHUQV�SHULRGLF�WUDQVPLVVLRQ��,I
PDQDJHPHQW�RSHUDWLRQV�FDXVH�ERWK�SDUWLFLSDQWV�WR�EH�SDVVLYH�
WKHUH�PD\�EH�H[FKDQJHV�WKDW�QHHG�WR�WDNH�SODFH�WR�PRYH�WKH
SK\VLFDO�SRUW�JUDFHIXOO\�WR�DQ�LQGLYLGXDO�OLQN��7KHVH�ZLOO�RFFXU�DQG

partner are passive LACP it is No_periodic.
Otherwise transmissions occur at a rate
determined and communicated by the receiving
participant (or assumed for such a participant). If
the partner’s is using a Short Timeout, the
machine’s state is Fast_Periodic, and the timer
is restarted on expiry with an initial value of Fast
Transmit. If the partner is using a Long Timeout,
the machine’s state is Slow Periodic, and timer’s
an initial value is Slow Transmit.

                                                                               
/$&�3'8�WUDQVPLVVLRQV�ZLOO�VWRS�RQO\�ZKHQ�WKH�FRQILJXUDWLRQ�KDV
UHDFKHG�D�VWHDG\�VWDWH�
���,I�WKH�SURWRFRO�ZHUH�WR�EH�H[WHQGHG�WR�VKDUHG�PHGLD��SHULRGLF
H[FKDQJHV�ZRXOG�WDNH�SODFH�LI�DQ\�SDUWLFLSDQW�VR�GHVLUHG�DQG�DW
WKH�IDVWHVW�UDWH�GHVLUHG�E\�DQ\�SDUWLFLSDQW�
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Selection Logic
The selection logic chooses the aggregate port
for the physical port. It determines the Link
Aggregation Group Identifier (LAG ID) for the
physical port, and finds the65 aggregate port with
the same LAG ID.
If both the actor’s and its partner’s Operational
Aggregation flag66 are set,  the LAG ID
comprises the actor’s Operational System ID
and Key, and the partner’s Operational System
ID and Key67. However if the partner’s System ID
and Key are the same as the actor’s, the link is
always treated as ‘Individual’ as follows68.
If either Aggregation flag is reset,
communicating ‘Individual’, the LAG ID
comprises the Actor’s Port Number, System ID,
and Key69.
The default rules for aggregate port selection:
a) do not require additional MAC addresses to

those provided by the physical MACs
b) are deterministic (history independent) in

assigning physical ports to aggregate ports
c) should match the users’ intuition in the trivial

cases where individual links result70.
They are also compatible with an alternative
view of link aggregation as physical ports
bonding together, rather than of physical ports
attaching to aggregate ports.
These rules are not required by the protocol71,
which can accommodate greater flexibility in the
relationship of aggregate and physical ports72.

                                                     
���7KHUH�ZLOO�QHYHU�EH�PRUH�WKDQ�RQH��DOWKRXJK�WKHUH�PD\�EH
QRQH��+RSHIXOO\�WKH�ODWWHU�FDVH�LV�WHPSRUDU\�
���%\�LQWURGXFLQJ�DGPLQLVWUDWLYH�GHIDXOWV�ZH�KDYH�HQVXUHG�WKDW
RSHUDWLRQDO�LQIRUPDWLRQ�IRU�WKH�SDUWQHU�LV�DOZD\V�SUHVHQW��VR�WKHUH
LV�QR�ORQJHU�DQ\�QHHG�WR�FDOO�RXW�µ6HOHFWHG�DV�$JJUHJDWH¶�RU
µ6HOHFWHG�DV�,QGLYLGXDO¶�H[SOLFLWO\�
���%\�FRQYHQWLRQ�WKLV�LV�ZULWWHQ�ZLWK�WKH�SDUWLFLSDQW�ZLWK�WKH�ORZHU
QXPEHUHG�6\VWHP�,'�ILUVW�
���2WKHUZLVH�WZR�SRUWV�RQ�WKH�DFWRU��FRQQHFWHG�E\�D�OLQN��ZRXOG�EH
DJJUHJDWHG�WRJHWKHU�DQG�SURGXFH�DQ�DFFLGHQWDO�ORRSEDFN�
���$QG�WKH�RQO\�DJJUHJDWH�SRUW�WKDW�FDQ�EH�VHOHFWHG�DFFRUGLQJ�WR
WKH�UXOHV�SURSRVHG�EHORZ�LV�WKDW�QDWXUDOO\�DVVRFLDWHG�ZLWK�WKH
SK\VLFDO�SRUW��,Q�WKLV�FDVH�WKH�µJOREDO¶�/$*�,'�LV�WKH�FRQFDWHQDWLRQ
RI�WKLV�YDOXH�ZLWK�WKH�SDUWQHU�LQIRUPDWLRQ�
���,PSRUWDQW�ZKHQ�LQWURGXFLQJ�WKH�SURWRFRO�ZKHQ�FXVWRPHUV�PD\
EH�VFHSWLFDO�DV�WR�LWV�YDOXH�EHFDXVH�LW�LV�QRW�LPSOHPHQWHG�LQ�DOO
DWWDFKHG�GHYLFHV��&RXQWHU�LQWXLWLYH�EHKDYLRU�RI�V\VWHPV
FRQIRUPLQJ�WR�WKH�VWDQGDUG��EXW�QRW�SURYLGLQJ�DGGLWLRQDO
IXQFWLRQDOLW\�LQ�WKLV�SHULRG��ZRXOG�EH�D�VLJQLILFDQW�QHJDWLYH�
���([FHSW�WKDW�LQWHURSHUDELOLW\�UHTXLUHV�WKDW�WKH�VDPH�OLQN�V�DUH
KHOG�DV�µVWDQGE\¶�E\�WZR�SDUWLFLSDQWV�LI�ERWK�RI�WKHP�KDYH
FRQVWUDLQWV�RQ�WKH�OLQNV�WKDW�FDQ�EH�DJJUHJDWHG�EH\RQG�WKRVH
HDVLO\�H[SUHVVHG�E\�D�NH\�YDOXH�
���7KH�GHIDXOW�UXOHV�VKDOO�EH�LPSOHPHQWHG��DGGLWLRQDO�UXOHV�WKDW
WUDGHRII�GHWHUPLQLVP�IRU�JUHDWHU�UHVLOLHQF\�DUH�RSWLRQDO��$V�D
SUDFWLFDO�PDWWHU��LW�LV�QHFHVVDU\�WR�KDYH�RQH�FRPPRQO\�XQGHUVWRRG
VHW�RI�UXOHV��ZLWK�WKH�SURSHUWLHV�GHVFULEHG��WR�HQVXUH�DFFHSWDQFH
RI�OLQN�DJJUHJDWLRQ�

Under these rules:
• Each physical MAC has (comes equipped

with) both a physical port and aggregate
port.

• Every physical port always has one
aggregate port selected at any point in time.

• A physical port that is operating as an
individual link always selects, and has first
claim on its own aggregate port.

• A number of physical ports in an aggregate
always select the lowest numbered port73 for
their aggregate port. The corresponding
physical port may not be in a state that
allows data to be transferred on its physical
link but it has selected that aggregate port.

The following diagrams illustrate the rules.
Figure 1 shows a valid configuration and Figure
2 an invalid one.

Where there are constraints on attachment,
such as a maximum number of physical ports in
an aggregate, the Selection Logic also
determines the relative priority of the physical
ports for attachment to the aggregate port

                                                     
���$Q�DUELWUDU\�UXOH�RI�FRXUVH�

Port Port Port Port

Aggregate Ports

Physical Ports

Selected

Selected and attached
(data transfer subject to mux control)

Figure 1

Port Port Port Port

Aggregate Ports

Physical Ports

Figure 2
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When the selection logic has chosen an
aggregate port it sets the shared state variable
selected true to signal to the Mux Control
Machine.
The Receive Machine will reset ‘selected’ if the
LAG ID being communicated by the protocol
partners changes74. This may be because a
LACPDU with new partner information has been
received, the default (administrative) partner
parameters have been selected, or these or the
actor’s parameters have been changed by
management.
If the selection parameters for a given physical
port are changed, other ports in the system may
have to reselect their aggregate ports75.
The selection logic is invoked by the Mux Control
machine, whenever a physical port is  not
attached to and has not selected an aggregate
port76.

Mux Control Machine
The mux control machine attaches and detaches
a physical port to and from an aggregate ports,
and turns the distribution and collection on or off
as required by the selection and match logic.
LACP accomodates a wide range of possible
implementations, system constraints, and local
representations of mux state. However for
protocol purposes an actor’s operational state
can be summarized in three flags:
• Synchronization

                                                     
��6R�LW�QR�ORQJHU�FRUUHVSRQGV�WR�WKH�SUHYLRXV�VHOHFWLRQ��6HOHFWHG
LV�UHVHW�HYHQ�LI�WKH�VDPH�DJJUHJDWH�SRUW�ZLOO�EH�FKRVHQ�DJDLQ��WKH
UHFHLYH�PDFKLQH�FDQQRW�DOZD\V�NQRZ��QRW�GRHV�LW�WU\�WR�RSWLPL]H
SDUWLFXODU�FDVHV��7KLV�PHDQV�UHVHOHFWLRQ�ZLOO�WDNH�SODFH�ZKHQHYHU
WKH�SDUWQHU�FKDQJHV�VR�LW�PD\�EH�XVHG�DV�DQ�LQGLFDWLRQ�WR
PDQDJHPHQW�IXQFWLRQV�FRQFHUQHG�ZLWK�SHHU�DXWKRUL]DWLRQ�DQG
UHODWHG�PDWWHUV��7R�GR�RWKHUZLVH�ZRXOG�UXQ�WKH�ULVN�RI�OLQN
DJJUHJDWLRQ�IDLOLQJ�WR�SUHVHUYH�WKH�GHVLUDEOH�SRUW�GRZQ�XS
FKDUDFWHULVWLFV�RI�SK\VLFDO�OLQNV�
���7KH�VHDUFK�IRU�RWKHU�SRUWV�WKDW�PD\�KDYH�WR�VHOHFW�WKH�VDPH
DJJUHJDWH�FDQ�EH�QDUURZHG�VLJQLILFDQWO\��8QOHVV�WKH�ORFDO�NH\�KDV
FKDQJHG�LW�FDQ�EH�UHVWULFWHG�WR�WKRVH�SRUWV�ZLWK�D�PDWFKLQJ�NH\�
)XUWKHU�LI�WKH�SRUW�ZKRVH�SDUDPHWHUV�KDYH�FKDQJHG�ZDV�QRW�WKH
ORZHVW�QXPEHUHG�SRUW�LQ�LWV�SUHYLRXV�VHOHFWLRQ�DQG�LV�QRW�WKH
ORZHVW�QXPEHUHG�LQ�LWV�QHZ�VHOHFWLRQ�LW�ZLOO�QRW�DIIHFW�WKH�FKRLFH�RI
DJJUHJDWH�SRUW�E\�RWKHU�SK\VLFDO�SRUWV�
���:KHQ�µQRW�VHOHFWHG¶�LV�VLJQDOHG�E\�WKH�5HFHLYH�0DFKLQH��WKH
0X[�&RQWURO�0DFKLQH�KDV�WR�ILUVW�WXUQ�RII�FROOHFWLRQ�DQG
GLVWULEXWLRQ��DQG�GHWDFK�WKH�SK\VLFDO�SRUW�IURP�WKH�FXUUHQW
DJJUHJDWH�SRUW��7KDW�EHLQJ�GRQH�LW�FDQ�LQYRNH�WKH�VHOHFWLRQ�ORJLF
WR�VHOHFW�D��SRVVLEO\��QHZ�DJJUHJDWH�SRUW��7KH�0X[�&RQWURO
0DFKLQH�PD\�GHOD\�D�QHZ�DWWDFKPHQW�WR�PLQLPL]H�DJJUHJDWH�SRUW
XVHU�GLVUXSWLRQ��7KH�ZDLWBZKLOH�WLPHU�GHVFULEHG�LQ�'����VHUYHV�WKLV
IXQFWLRQ��7KLV�GHVFULSWLRQ�PRYHV�LW�WR�WKH�0X[�&RQWURO�0DFKLQH�
6LQFH�LWV�YDOXH�LV�V\VWHP�GHSHQGHQW�DQG�GRHV�QRW�DIIHFW�SURWRFRO
FRUUHFWQHVV��WKH�6\QFKURQL]DWLRQ�IODJ�HQVXUHV�WKDW��LW�LV�SUREDEO\
EHWWHU�WR�DOORZ�WKH�0X[�&RQWURO�PDFKLQH�WR�LQVHUW�VXFK�D�GHOD\
ZLWKRXW�VSHFLI\LQJ�WKH�SUHFLVH�PHFKDQLVP�DQG�FRQWUROV�XSRQ�LW�LQ
WKH�VWDQGDUG�

• In_Sync, if the physical port is attached
to the aggregate port last chosen by the
selection logic and the state variable
selected is still true

• Out_of_Sync77 otherwise
• Collecting, true if any user data frames

received on the link will be collected and
delivered to the user of the aggregate port

• Distributing78, true if any user data frames
transmitted by the user of the aggregate port
may be transmitted on the link.

And the operation of the mux is best specified in
terms of the goals for attaching and detaching,
collecting and distributing, given the above and
the output of the match logic.
If the actor’s mux is Out_of_sync or the partner’s
match is Out of sync, then both collector and
distributor should be turned off.
If the actor’s mux is In_Sync and the partner’s
match is In_Sync, then the collector should be
turned on.
If the actor’s mux is In_sync, the partner’s match
is In_sync, and the partner’s collector is turned
on, then the distributor should be turned on.
If the mux hardware is coupled, i.e. forces the
distributor to turn on when the collector is turned
on then the above rules also apply.
If the mux hardware is independent, i.e. not
coupled, then if the partner’s collector is turned
off, the distributor should be turned off79.
If the actor is ‘not selected’80 but attached to an
aggregate port, it shall be detached. A physical
port shall not be attached to an aggregate port
with attached physical ports that are ‘not
selected’, i.e. are in the process of being
detached81,82. The mux control machine may
further delay reattachment of a physical port to a

                                                     
���)RU�H[DPSOH�WKH�KDUGZDUH�PD\�QRW�KDYH�\HW�UHVSRQGHG�WR
FKDQJHG�SURWRFRO�LQIRUPDWLRQ�DQG�EH�2XWBRIB6\QF��EXW�&ROOHFWLQJ�
LQ�ZKLFK�FDVH�WKH�SDUWQHU�EHWWHU�QRW�WUDQVPLW�DQ\�IUDPHV�EHFDXVH
WKH\�ZLOO�EH�PLVGHOLYHUHG�
���1RW�UHTXLUHG�E\�WKH�VWDWH�PDFKLQHV�GHVFULEHG�LQ�WKLV�QRWH��EXW
VWULFWO\�VSHFLILHG�LQ�FDVH�QHZ�PDFKLQHV�PD\�XVH�WKLV�LQ�WKH�IXWXUH�
WKLV�LQIRUPDWLRQ�LV�LQ�DQ\�FDVH�XVHIXO�IRU�GHEXJ�
���:KLOH�JUDFHIXO�UHPRYDO�RI�D�OLQN�IURP�DQ�DJJUHJDWH�LV�QRW
FXUUHQWO\�VSHFLILHG�WKLV�EHKDYLRU�VXSSRUWV�PDQDJLQJ�WKDW�JUDFHIXO
UHPRYDO�IURP�RQH�HQG�RI�WKH�DJJUHJDWH�ZLWKRXW�KDYLQJ�WR�LQYRNH
KLJKHU�OD\HU�FRRUGLQDWLRQ�
���,Q�ZKLFK�FDVH�LW�ZLOO�EH�µ2XW�RI�6\QF¶�
���7R�SUHYHQW�PLVGHOLYHU\����7KLV�UXOH�DOVR�HQVXUHV�WKDW�D�FKDQJH
RI�SDUWQHU�GRHV�EULQJ�WKH�DJJUHJDWH�SRUW�GRZQ�HYHQ�LI�WKHUH�DUH
KDUGZDUH�VZLWFKLQJ�GHOD\V�ZKLFK�PLJKW�DOORZ�QHZ�DGGLWLRQV�WR�WKH
SRUW�MXVW�DIWHU�D�FKDQJH�RI�SDUWQHU�WR�NHHS�WKH�SRUW�XS
���7KH�PDFKLQH�WKXV�DFFRPRGDWHV�KDUGZDUH�GHOD\V��WKRXJK�WKHUH
LV�QR�UHTXLUHPHQW�WR�GHOD\�DUWLILFLDOO\��$OWKRXJK�D�GHVFULSWLRQ�DW�WKLV
OHYHO�RI�GHWDLO�LV�QHFHVVDU\�WR�H[SODLQ�ZKDW�WKH�KLJKHU�OHYHO
SURWRFRO�XVHU�RI�WKH�DJJUHJDWH�SRUW�PD\�VHH��DQG�WR�YDOLGDWH�WKH
SURWRFRO¶V�ILWQHVV�IRU�GHSOR\PHQW�DFURVV�D�ZLGH�UDQJH�RI
KDUGZDUH��WKLV�GHWDLO�LV�QRW�FRPPXQLFDWHG�LQ�WKH�SURWRFRO��7KLV
DOORZV��ERWK�³LQVWDQWDQHRXV´�DQG�PRUH�FRQYROXWHG
LPSOHPHQWDWLRQV�WR�EH�DFFRPRGDWHG�E\�WKH�SURWRFRO�
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new aggregate port by up to Aggregate wait
delay after the last selection of that aggregate
port by any physical port83,84.
The following table illustrates these rules for a
hypothetical independent mux hardware
implementation only capable of supporting one
action at a time.

Partner
Match

Actor’s
Mux

Actor’s
Target
Mux
State

Action

in_sync

collecting

in_sync

collecting

distributing

collectiing

distributing

1 1 1 1 1 1 1 -
1 1 1 1 0 1 1 en. dist,
1 1 1 0 X 1 1 en. coll.
1 X 0 X 1 0 0 dis. dist.
1 X 0 1 0 0 0 dis. coll.
1 X 0 0 0 0 0 repair sync
1 0 1 1 1 1 0 dis. dist.
1 0 1 1 0 1 0 -
1 0 1 0 1 1 0 en. coll.
1 0 1 0 0 1 0 en. coll.
0 X X X 1 0 0 dis. dist.
0 X X 1 0 0 0 dis. coll.
0 X 1 0 0 0 0 -
0 X 0 0 0 0 0 repair sync

                                                     
���7KLV�LV�ZKDW�WKH�ZDLWBZKLOH�WLPHU�LQ�'����GRHV�
���7KXV�PLQLPL]LQJ�WKUDVKLQJ�RI�WKH�KLJKHU�OD\HUV�GXH�WR�WKH�WLPLQJ
RXW�RI�/$&3'8V�RU�WKH�DUULYDO�RI�QHZ�LQIRUPDWLRQ�DW�VOLJKOW\
GLIIHUHQW�WLPHV��$YRLGLQJ�WKUDVKLQJ�LV�LPSRUWDQW�VLQFH�SRUW�XS
HYHQWV�PD\�FRQVXPH�FRQVLGHUDEOH�QXPEHUV�RI�EXIIHUV�IRU�LQLWLDO
SURWRFRO�XVH�

Rearranged, to collect rows with the same action
together this table becomes:
Partner
Match

Actor’s
Mux

Action

in_sync

collecting

in_sync

collecting

distributing

1 1 1 1 1 -
1 0 1 1 0 -
0 X 1 0 0 -
1 1 1 1 0 enable distributor
1 1 1 0 X enable collector
1 0 1 0 1 enable collector*
1 0 1 0 0 enable collector
1 X 0 X 1 disable distributor
1 0 1 1 1 disable distributor
0 X X X 1 disable distributor
1 X 0 1 0 disable collector
0 X X 1 0 disable collector
1 X 0 0 0 repair sync
0 X 0 0 0 repair sync

Transmit Machine

Need To Transmit
The Transmit Machine transmits a properly
formatted LACPDU within a Fast transmit time
following the signaling of a need to transmit from
another protocol machine.

Hold Timer and Count
The transmit machine limits the maximum
transmission rate of the protocol participant to no
more than 3 LACPDUs85 in a Fast transmit (one
second) interval. If a need to transmit signal
occurs when such limiting is in force the
transmission is delayed.

                                                     
���6XIILFLHQW�WR�HVWDEOLVK�DQ�DJJUHJDWH�LQ�WKH�ZRUVW�FDVH�ZKHQ
LQLWLDO�/$&3'8V�IURP�WKH�SDUWLFLSDQWV�FURVV�
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Simulation
The following files comprise the core of a model implementation. So far this has been used to simulate a
number of simple test cases, so no claims of correctness, fitness for purpose, warranty, support etd. are
being made. However they may help the C-literate reader understand some of the implications of the
LACP design.
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/*        lac_types.h      1.10.000 07MAR99 03:22 */
#ifndef   lac_types_h__
#define   lac_types_h__

#include "sys.h"
#include "lac_options.h"
/******************************************************************************
 * LAC : LINK AGGREGATION CONTROL PROTOCOL : PROTOCOL DATA
 ******************************************************************************
 */
typedef int      System_priority;
typedef int      System_id;
        enum    {Null_system = (System_id)0};
        enum    {Null_port   = (Port_no)0};
typedef Port_no  Key;
        enum    {Null_key    = (Key)0};

typedef enum {Short_timeout = True, Long_timeout = False} Lacp_timeout;

typedef struct /* Lac_state */
{
   unsigned lacp_active     : 1;
   unsigned lacp_timeout    : 1;
   unsigned aggregation     : 1;
   unsigned synchronization : 1;
   unsigned collecting      : 1;
   unsigned distributing    : 1;
   unsigned reserved_bit6   : 1;
   unsigned reserved_bit7   : 1;
} Lac_state;

typedef struct /* Lac_info */
{
   Port_no         port_priority;

   Port_no         port_no;

   System_priority system_priority;

   System_id       system_id;

   Key             key;

   Lac_state       state;

} Lac_info;

typedef struct /* Lac_pdu */ /* only the relevant parameters, unpacked */
{
   Lac_info actor;

   Lac_info partner;

} Lac_pdu;

/******************************************************************************
 * LAC : LINK AGGREGATION CONTROL PROTOCOL : STATE MACHINE DATA
 ******************************************************************************
 */
typedef enum {Rxm_current, Rxm_expired, Rxm_defaulted, Rxm_disabled} Rx_machine;

/******************************************************************************
 * LAC : LINK AGGREGATION CONTROL PROTOCOL : SYSTEMS AND PORTS
 ******************************************************************************
 */
typedef struct lac_mac    Lac_mac;
typedef struct lac_port   Lac_port;
typedef struct lac_system Lac_system;

/******************************************************************************
 * LAC : LINK AGGREGATION CONTROL PROTOCOL : PHYSICAL PORT INSTANCES
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 ******************************************************************************
 */
struct lac_port /* Lac_port */
{
   Lac_port       *next;
   Lac_system     *system;

Port_no         port_no;

   Node            mux;
   Node            mac;

   Lac_info        actor;
   Lac_info        partner;
   Lac_info        actor_admin;
   Lac_info        partner_admin;
   Rx_machine      rxm;
   Ticks           current_while;
   Boolean         selected;
   Boolean         matched;
   Boolean         aggregate;

   Ticks           periodic_when;

   Lac_port       *aport;
   Lac_port       *alink;
   Boolean         operational; // aggregator may be taken out of service
   Boolean         attach;
   Boolean         attached;
   Boolean         standby;
   Ticks           attach_when; //wait before attaching to selected aggregate port

   Boolean         ntt;
   int             hold_count;
   Ticks           hold_while;
   Timer           tx_scheduler;

   Timer           tick_timer;

};
/******************************************************************************
 * LAC : LINK AGGREGATION CONTROL PROTOCOL : SYSTEM
 ******************************************************************************
 */
struct lac_system /* Lac_system */
{/*
  *
  */

Lac_port  ports;

   System_priority priority;
   System_id       id;
};

#endif /* lac_types_h__ */
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/*        lac_machines.h      1.10.000 03MAR99 03:21 */
#ifndef   lac_machines_h__
#define   lac_machines_h__

#include "sys.h"
#include "lac_options.h"

/******************************************************************************
 * LAC : LINK AGGREGATION CONTROL PROTOCOL : STATE MACHINES
 ******************************************************************************
 */
typedef enum /* Lac_event */
{
   Lac_null = 0,
   Lac_init,
   Lac_mgt,
   Lac_tick,
   Lac_pmac_on,             Lac_pmac_off,
   Lac_received,
   Lac_new_info,            Lac_update,
   Lac_attach,              Lac_attached,
   Lac_detach,              Lac_detached,
   Lac_enable_collector,    Lac_collector_on,
   Lac_disable_collector,   Lac_collector_off,
   Lac_enable_distributor,  Lac_distributor_on,
   Lac_disable_distributor, Lac_distributor_off,
   Lac_ntt,                 Lac_txd
} Lac_event;

extern void rx_machine(      Lac_port *port, Lac_event event, Lac_pdu *pdu);

extern void mux_control(     Lac_port *port, Lac_event event);

extern void hw_control(      Lac_port *port, Lac_event event);

extern void churn_detection( Lac_port *port, Lac_event event);

extern void tx_machine(      Lac_port *port, Lac_event event);
extern void tx_opportunity(  Lac_port *port);

#endif /* lac_machines_h__ */
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/*        lac_rx.c   1.00.000 28FEB99 21:05 */

#include "lac_options.h"
#include "lac_types.h"
#include "lac_defaults.h"
#include "lac_machines.h"
/******************************************************************************
 * LAC : LINK AGGREGATION CONTROL PROTOCOL : RECEIVE, MATCH, & PERIODIC
 ******************************************************************************
 */
/*---------------------------------------------------------------------------*/
static void copy_info(Lac_info *from, Lac_info *to)
{/*
  */
   to->port_priority         = from->port_priority;
   to->port_no               = from->port_no;
   to->system_priority       = from->system_priority;
   to->system_id             = from->system_id;
   to->key                   = from->key;
   to->state.lacp_active     = from->state.lacp_active;
   to->state.lacp_timeout    = from->state.lacp_timeout;
   to->state.aggregation     = from->state.aggregation;
   to->state.synchronization = from->state.synchronization;
   to->state.collecting      = from->state.collecting;
   to->state.distributing    = from->state.distributing;
   to->state.reserved_bit6   = from->state.reserved_bit6;
   to->state.reserved_bit7   = from->state.reserved_bit7;
}
/*---------------------------------------------------------------------------*/
static Boolean same_info(Lac_info *a, Lac_info *b)
{/*
  */
   return (  (a->port_priority         == b->port_priority)
          && (a->port_no               == b->port_no)
          && (a->system_priority       == b->system_priority)
          && (a->system_id             == b->system_id)
          && (a->key                   == b->key)
          && (a->state.lacp_active     == b->state.lacp_active)
          && (a->state.lacp_timeout    == b->state.lacp_timeout)
          && (a->state.aggregation     == b->state.aggregation)
          && (a->state.synchronization == b->state.synchronization)
          && (a->state.collecting      == b->state.collecting)
          && (a->state.distributing    == b->state.distributing)
          && (a->state.reserved_bit6   == b->state.reserved_bit6)
          && (a->state.reserved_bit7   == b->state.reserved_bit7)
          );
}
/*---------------------------------------------------------------------------*/
static Boolean same_partner(Lac_info *a, Lac_info *b)
{/*
  */
   return (  (a->port_priority       == b->port_priority)
          && (a->port_no             == b->port_no)
          && (a->system_priority     == b->system_priority)
          && (a->system_id           == b->system_id)
          && (a->key                 == b->key)
          && (a->state.aggregation   == b->state.aggregation)
          );
}
/*---------------------------------------------------------------------------*/
extern void rx_machine(Lac_port *port, Lac_event event, Lac_pdu *pdu)
{/*
  */
   Boolean need_to_transmit = False;

   switch (event)
   {
   case Lac_init:
      copy_info(&port->partner_admin, &port->partner);
      port->selected      = False;
      port->matched       = False;
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      port->standby       = False;
      port->rxm           = Rxm_disabled;
      port->periodic_when = Stopped;
      port->current_while = Stopped;
      /* continue - simulation does not turn pmac_on separately */

   case Lac_pmac_on:
      port->actor.state.lacp_timeout   = Short_timeout;
      port->partner.state.lacp_timeout = Short_timeout;
      port->current_while              = Short_timeout_ticks;
      port->rxm                        = Rxm_expired;
      break;

   case Lac_mgt:
      break;

   case Lac_pmac_off:
      port->current_while = Stopped;
      port->periodic_when = Stopped;
      port->matched       = False;
      port->rxm           = Rxm_disabled;
      break;

   case Lac_tick:
      if (port->current_while != Stopped)
      {   port->current_while--;
         if ((port->current_while == Expired) && (port->rxm == Rxm_current))
         {
   /* current_while timer expiry, Rxm_current */
      port->actor.state.lacp_timeout   = Short_timeout;
      port->partner.state.lacp_timeout = Short_timeout;
      port->current_while              = Short_timeout_ticks;
      port->matched                    = False;
      port->rxm                        = Rxm_expired;
         }
         else if((port->current_while == Expired) && (port->rxm == Rxm_expired))
         {
   /* current_while timer expiry, Rxm_expired */
      if (!same_partner(&port->partner, &port->partner_admin))
         port->selected = False;
      copy_info(&port->partner_admin, &port->partner);
      port->matched     = True;
      port->rxm         = Rxm_defaulted;
      }  }

      if (port->periodic_when != Stopped)
      {   port->periodic_when--;
         if (port->periodic_when == Expired)
         {
   /* periodic_when timer expiry */
      tx_machine(port, Lac_ntt);
      }  }
      break;

   case Lac_received:
      if (!same_partner(&pdu->actor, &port->partner))
         port->selected = False;

      port->matched =     same_partner(&pdu->partner, &port->actor)
                       ||(!pdu->actor.state.aggregation);

      if (!same_info(&pdu->partner, &port->actor))
         need_to_transmit = True;

      copy_info(&pdu->actor, &port->partner);
      port->actor.state.lacp_timeout = port->actor_admin.state.lacp_timeout;
      port->rxm = Rxm_current;

      if (port->actor.state.lacp_timeout == Short_timeout)
         port->current_while = Short_timeout_ticks;
      else
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         port->current_while = Long_timeout_ticks;
      break;

   default:
      break;
   }

   if (port->actor.state.lacp_active || port->partner.state.lacp_active)
   {
      if ( port->periodic_when == Stopped)
           port->periodic_when = Slow_periodic_ticks;
      if ((port->partner.state.lacp_timeout == Short_timeout) &&
          (port->periodic_when > Fast_periodic_ticks))
           port->periodic_when = Fast_periodic_ticks;
   }
   else (port->periodic_when = Stopped);

   mux_control(port, Lac_new_info);
   /* churn_detection( port, Lac_received); */

   if (need_to_transmit)
      tx_machine(port, Lac_ntt);
}
/*---------------------------------------------------------------------------*/



Rev. 4.0 Saturday, March 7, 1999 19

/*        lac_mux.c   1.10.000 07MAR99 03:20 */

#include "lac_options.h"
#include "lac_types.h"
#include "lac_defaults.h"
#include "lac_machines.h"
/******************************************************************************
 * LAC : LINK AGGREGATION CONTROL PROTOCOL : MUX CONTROL & SELECTION LOGIC
 ******************************************************************************
 */
/*---------------------------------------------------------------------------*/
static Lac_port *find_aport(Lac_port *port)
{
   Lac_port *ap0    = &port->system->ports;
   Lac_port *ap     = &port->system->ports;
   Lac_port *best   =  port;

   while ((ap = ap->next) != ap0)
   {
      if(  (ap->actor.system_priority   == port->actor.system_priority     )
        && (ap->actor.system_id         == port->actor.system_id           )
        && (ap->actor.key               == port->actor.key                 )
        && (ap->partner.system_priority == port->partner.system_priority   )
        && (ap->partner.system_id       == port->partner.system_id         )
        && (ap->partner.key             == port->partner.key               )
        && (ap->aggregate               && port->aggregate                 )
        &&((ap->actor.port_priority     <  best->actor.port_priority )
          ||( (ap->actor.port_priority  == best->actor.port_priority )
            &&(ap->actor.port_no        <  best->actor.port_no       )
        ) ) )
        best = ap;
   }
   return(best);
}
/*---------------------------------------------------------------------------*/
static void select_aport(Lac_port *port)
{
   Lac_port *ap0    = &port->system->ports;
   Lac_port *ap     = &port->system->ports;

   port->aggregate =
             (port->actor.state.aggregation && port->partner.state.aggregation)
          && (port->actor.system_id != port->partner.system_id);

   port->aport = find_aport(port);

   if (port->aggregate)
      port->attach_when = Aggregate_wait_ticks;
   else
      port->attach_when = Now;

   port->selected = True;
   port->standby  = False;
}
/*---------------------------------------------------------------------------*/
static void select_standby_links(Lac_port *aport)
{/** This example implementation constrains the number of actively **/
 /** used links in an aggregate to two.                            **/

   Lac_port *p              = aport;
   Lac_port *ap             = aport;
   Boolean   local_priority = True;
   Lac_port *first_choice   = NULL;
   Lac_port *second_choice  = NULL;
   Port_no   first_priority, second_priority, check_priority;
   Port_no   first_port_no,  second_port_no,  check_port_no;

   if (  (   aport->partner.system_priority  < aport->actor.system_priority)
      || (  (aport->partner.system_priority == aport->actor.system_priority)
         && (aport->partner.system_id        < aport->actor.system_id      )
      )  )
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      local_priority = False;

      first_priority = second_priority = 0xffffffff;
      first_port_no  = second_port_no  = 0xffffffff;

   do (p->standby = True); while ((p = p->alink) != aport);

   do
   {
      if (p->selected)
      {
         if (local_priority)
         {
            check_priority = p->actor.port_priority;
            check_port_no  = p->actor.port_no;
         }
         else
         {
            check_priority = p->partner.port_priority;
            check_port_no  = p->partner.port_no;
         }

         if (  (   check_priority <  first_priority)
            || (  (check_priority == first_priority)
               && (check_port_no  <  first_port_no )
            )  )
         {
            second_priority = first_priority;
            second_port_no  = first_port_no;
            first_priority  = check_priority;
            first_port_no   = check_port_no;
            second_choice   = first_choice;
            first_choice    = p;
         }
         else if (  (   check_priority <  second_priority)
                 || (  (check_priority == second_priority)
                    && (check_port_no  <  second_port_no )
                 )  )
         {
            second_priority = check_priority;
            second_port_no  = check_port_no;
            second_choice   = p;
   }  }  } while ((p = p->alink) != aport);

   if (first_choice  != NULL) first_choice->standby = False;
   if (second_choice != NULL) second_choice->standby = False;
}
/*---------------------------------------------------------------------------*/
extern void mux_control(Lac_port *port, Lac_event event)
{/*
  */
   Lac_port  *p, *p0, *ap;
   Lac_state *as = &port->actor.state;
   Lac_state *ps = &port->partner.state;
   Lac_event  hw_event = Lac_null;
   unsigned   actor_sync;
   Boolean    need_to_transmit = False;

   switch (event)
   {
   case Lac_distributor_on:
      break;

   case Lac_distributor_off:
      as->distributing = False;
      /* need_to_transmit = True; */
      break;

   case Lac_collector_on:
      as->collecting = True;
      need_to_transmit = True;
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      break;

   case Lac_collector_off:
      break;

   case Lac_tick:
      if (port->attach_when != Now)
         port->attach_when--;
      break;

   case Lac_init:
      port->selected  = False;
      port->aggregate = False;
      port->aport = port; port->alink = port;
      hw_control(port, Lac_init);
      as->distributing = as->collecting = False;
      port->attach = port->attached = port->selected = False;
      return;

   case Lac_detached:
      port->attach = port->attached = False;

      ap  = port->aport;

      if (port != port->aport)
      {/** remove from alink ring of current aport **/
         p = port->aport;
         while (p->alink != port) p = p->alink;
         p->alink    = port->alink;
         port->alink = port;

         port->aport = port;
      }

      if (ap->selected)
      {/** reevaluate standby selection for all ports attached to the    **/
       /** old aport, and send an event to each of these, since the      **/
       /** detaching port may have been the obstacle to new attachments. **/

         select_standby_links(ap);

         p = ap;
         do mux_control(p, Lac_update);
         while ((p = p->alink) != ap);
      }

      break;

   case Lac_attached:
      port->attached = True;
      break;

   case Lac_new_info:
      if (!port->selected)
      {/** check to see if any other ports will have to change their       **/
       /** port. This check  could be confined to ports with the same key  **/
       /** (before or after the information change) and to ports which     **/
       /** had previously selected this port as their aggregate port, or   **/
       /** will do so now.                                                 **/
         p = p0 = &port->system->ports;
         while ((p = p->next) != p0)
         {
            if (p->selected && (p->aport != find_aport(p)))
            {
               p->selected = False;
               mux_control(p, Lac_update);
      }  }  }
      break;

   case Lac_update:
      break;
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   default:
      break;
   }

   actor_sync = port->selected && !port->standby
             && port->attach   &&  port->attached;
   if (as->synchronization != actor_sync)
   {
      as->synchronization = actor_sync;
      need_to_transmit = True;
   }

   if (   port->matched  && ps->synchronization && ps->collecting
      &&  as->synchronization
      &&  as->collecting && !as->distributing)
   {
          as->distributing = True;
          /* need_to_transmit = True; */
          hw_event = Lac_enable_distributor;
   } else
   if (   port->matched  && ps->synchronization
      &&  as->synchronization
      && !as->collecting)
   {
          hw_event = Lac_enable_collector;
   } else
   if ( (!port->matched || !ps->synchronization || !ps->collecting
                        || !as->synchronization)
      &&  as->distributing)
   {
          hw_event = Lac_disable_distributor;
   } else
   if ( (!port->matched || !ps->synchronization
      || !as->synchronization)
      &&  as->collecting)
   {
          as->collecting = False;
          need_to_transmit = True;
          hw_event       = Lac_disable_collector;
   } else
   if ((!port->selected || port->standby) && port->attach && port->attached)
   {
          port->attach = False;
          hw_event     = Lac_detach;
   }

   if (hw_event != Lac_null)
      hw_control(port, hw_event);

   if (     !port->attach   && !port->attached
        &&  !port->selected
        &&  (port->alink == port)
      )
   {/** now detached with no other ports attaching **/
      select_aport(port);
      if (port != port->aport)
      {/** insert into alink ring of selected aport, and reevaluate **/
       /** standby selection for all ports attached to the aport.   **/
         port->alink  = port->aport->alink;
         port->aport->alink = port;

         select_standby_links(port->aport);
         p = port->aport;
         do mux_control(p, Lac_update);
         while ((p = p->alink) != port->aport);
   }  }

   if (    !port->attach   && !port->attached
        &&  port->selected && !port->standby && (port->attach_when == Now)
      )
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   {  /** check for detaching or waiting ports ... **/
      p = port->aport;
      while (  (p->selected) && (p->attach_when == Now)
            && (p = p->alink) != port->aport)
      {}
      if (p == port->aport) /* if none, attach all detached ports in alink */
      {
         do
         {
            if (!p->attach && !port->standby)
            {
               p->attach = True;
               hw_control(p, Lac_attach);
            }
         } while ((p = p->alink) != port->aport);
   }  }

   if (need_to_transmit)
      tx_machine(port, Lac_ntt);
}
/*---------------------------------------------------------------------------*/
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/* lac_tx.c   1.00.000 28FEB99 21:06 */

#include "sys.h"
#include "lac_options.h"
#include "lac_types.h"
#include "lac_defaults.h"
#include "lac_machines.h"
/******************************************************************************
 * LAC : LINK AGGREGATION CONTROL PROTOCOL : LACPDU TRANSMISSION
 ******************************************************************************
 */
static void copy_info(Lac_info *from, Lac_info *to)
{/*
  */
   to->port_priority         = from->port_priority;
   to->port_no               = from->port_no;
   to->system_priority       = from->system_priority;
   to->system_id             = from->system_id;
   to->key                   = from->key;
   to->state.lacp_active     = from->state.lacp_active;
   to->state.lacp_timeout    = from->state.lacp_timeout;
   to->state.aggregation     = from->state.aggregation;
   to->state.synchronization = from->state.synchronization;
   to->state.collecting      = from->state.collecting;
   to->state.distributing    = from->state.distributing;
   to->state.reserved_bit6   = from->state.reserved_bit6;
   to->state.reserved_bit7   = from->state.reserved_bit7;
}
/*---------------------------------------------------------------------------*/
static Boolean tx_lacpdu(Lac_port *port)
{

Lac_pdu *pdu;

   if (sysmalloc(sizeof(Lac_pdu), &pdu))
   {
      copy_info(&port->actor,   &pdu->actor);
      copy_info(&port->partner, &pdu->partner);

      sys_tx(&port->mac, pdu);
      return(True);
}  }
/*---------------------------------------------------------------------------*/
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extern void tx_machine(Lac_port *port, Lac_event event)
{
   switch (event)
   {
   case Lac_init:
      port->ntt = True;
      port->hold_while = Expired;
      port->hold_count = Zero;
      break;

   case Lac_ntt:
      port->ntt = True;
      break;

   case Lac_tick:
      if (port->hold_while != Expired)
      {
         if (port->hold_while-- == Expiring)
             port->hold_count    = Zero;
      }
      break;

   case Lac_txd:
      port->hold_while = Tx_interval_ticks;
      port->hold_count ++;
      port->ntt = False;
      break;

   default:
      break;
}   }
/*---------------------------------------------------------------------------*/
extern void tx_opportunity(Lac_port *port)
{
      if ((port->ntt) && (port->hold_count < Max_tx_per_interval))
      {
         if (tx_lacpdu(port))
            tx_machine(port, Lac_txd);
      }

   sys_start_timer(&port->tx_scheduler, Lac_tx_scheduling_ticks);
}
/*---------------------------------------------------------------------------*/
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Preliminary Test Scenarios and Results

Test Scenario 1
static void test1()
{
   Lac_system *s1;
   Lac_port   *s1p1, *s1p2, *s1p3, *s1p4;
   Lac_system *s2;
   Lac_port   *s2p1, *s2p2, *s2p3, *s2p4;
   Lan        *lan1, *lan2, *lan3, *lan4, *lan5;

   printf("********* TEST 1 *************\n");

   (void)sys_create_lan(&lan1);
   (void)sys_create_lan(&lan2);

   lact_init_tester(t1);
   lact_init_tester(t2);

   sys_attach_lan_node(lan1, t1);
   sys_attach_lan_node(lan2, t2);

   lac_create_system(707, &s1);

   lac_create_port(s1, 1);
   s1p1 = s1->ports.next;

   lact_user_connect(s1p1);

   lac_create_port(s1, 2);
   s1p2 = s1p1->next;

   lact_user_connect(s1p1);

   lact_lan_attach(lan1, s1p1);
   lact_lan_attach(lan2, s1p2);
   ticks(100 * Lac_ticks);
}
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Test Results : Scenario 1
********* TEST 1 *************
   0.1:TX at 707.1 Actor   1.1:1.707.1 Active   Nervous  Aggregate  In sync
                   Partner 1.1:1.  0.1 Passive  Nervous     .       In sync  Collecting  Distributing

   0.1:TX at 707.2 Actor   1.2:1.707.1 Active   Nervous  Aggregate  In sync
                   Partner 1.2:1.  0.2 Passive  Nervous     .       In sync  Collecting  Distributing

   1.0:TX at 707.1 Actor   1.1:1.707.1 Active   Nervous  Aggregate  In sync
                   Partner 1.1:1.  0.1 Passive  Nervous     .       In sync  Collecting  Distributing

   1.0:TX at 707.2 Actor   1.2:1.707.1 Active   Nervous  Aggregate  In sync
                   Partner 1.2:1.  0.2 Passive  Nervous     .       In sync  Collecting  Distributing

   2.0:TX at 707.1 Actor   1.1:1.707.1 Active   Nervous  Aggregate  In sync
                   Partner 1.1:1.  0.1 Passive  Nervous     .       In sync  Collecting  Distributing

   2.0:TX at 707.2 Actor   1.2:1.707.1 Active   Nervous  Aggregate  In sync
                   Partner 1.2:1.  0.2 Passive  Nervous     .       In sync  Collecting  Distributing

   3.0:TX at 707.1 Actor   1.1:1.707.1 Active   Nervous  Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.  0.1 Passive     .        .       In sync  Collecting  Distributing

   3.0:TX at 707.2 Actor   1.2:1.707.1 Active   Nervous  Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.  0.2 Passive     .        .       In sync  Collecting  Distributing

  33.0:TX at 707.1 Actor   1.1:1.707.1 Active   Nervous  Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.  0.1 Passive     .        .       In sync  Collecting  Distributing

  33.0:TX at 707.2 Actor   1.2:1.707.1 Active   Nervous  Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.  0.2 Passive     .        .       In sync  Collecting  Distributing

  63.0:TX at 707.1 Actor   1.1:1.707.1 Active   Nervous  Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.  0.1 Passive     .        .       In sync  Collecting  Distributing

  63.0:TX at 707.2 Actor   1.2:1.707.1 Active   Nervous  Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.  0.2 Passive     .        .       In sync  Collecting  Distributing

  93.0:TX at 707.1 Actor   1.1:1.707.1 Active   Nervous  Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.  0.1 Passive     .        .       In sync  Collecting  Distributing

  93.0:TX at 707.2 Actor   1.2:1.707.1 Active   Nervous  Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.  0.2 Passive     .        .       In sync  Collecting  Distributing

test over
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Test Scenario 2
static void test2()
{
   Lac_system *s1;
   Lac_port   *s1p1, *s1p2, *s1p3, *s1p4;
   Lac_system *s2;
   Lac_port   *s2p1, *s2p2, *s2p3, *s2p4;
   Lan        *lan1, *lan2, *lan3, *lan4, *lan5;

   Node        tester1, tester2;
   Node       *t1 = &tester1;
   Node       *t2 = &tester2;

   printf("********* TEST 2 *************\n");

   (void)sys_create_lan(&lan1);
   (void)sys_create_lan(&lan2);

   lact_init_tester(t1);
   lact_init_tester(t2);

   sys_attach_lan_node(lan1, t1);
   sys_attach_lan_node(lan2, t2);

   lac_create_system(707, &s1);

   lac_create_port(s1, 1);
   s1p1 = s1->ports.next;

   lact_user_connect(s1p1);

   lac_create_port(s1, 2);
   s1p2 = s1p1->next;

   lact_user_connect(s1p1);

   lact_lan_attach(lan1, s1p1);
   lact_lan_attach(lan2, s1p2);
   tx_test_pdu(&tester1,
      /** actor’s parameters and state **/
      1 /* port_priority   */,     5 /* port_no   */,
      1 /* system_priority */,   808 /* system_id */,
      5 /* key     */,
      1 /* active  */, 1 /* short_timeout */, 1 /* aggregate    */,
      1 /* in_sync */, 1 /* collecting    */, 1 /* distributing */,

      /** partner’s parameters and state **/
      1 /* port_priority   */,     6 /* port_no   */,
      1 /* system_priority */,   707 /* system_id */,
      5 /* key     */,
      1 /* active  */, 1 /* short_timeout */, 1 /* aggregate    */,
      1 /* in_sync */, 1 /* collecting    */, 1 /* distributing */);

   ticks(100 * Lac_ticks);
}
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Test Results : Scenario 2

********* TEST 2 *************
   0.0:RX at 707.1 Actor   1.5:1.808.5 Active   Nervous  Aggregate  In sync  Collecting  Distributing
                   Partner 1.6:1.707.5 Active   Nervous  Aggregate  In sync  Collecting  Distributing

   0.1:TX at 707.1 Actor   1.1:1.707.1 Active      .     Aggregate     .
                   Partner 1.5:1.808.5 Active   Nervous  Aggregate  In sync  Collecting  Distributing

   0.1:TX at 707.2 Actor   1.2:1.707.1 Active   Nervous  Aggregate  In sync
                   Partner 1.2:1.  0.2 Passive  Nervous     .       In sync  Collecting  Distributing

   1.0:TX at 707.1 Actor   1.1:1.707.1 Active      .     Aggregate     .
                   Partner 1.5:1.808.5 Active   Nervous  Aggregate  In sync  Collecting  Distributing

   1.0:TX at 707.2 Actor   1.2:1.707.1 Active   Nervous  Aggregate  In sync
                   Partner 1.2:1.  0.2 Passive  Nervous     .       In sync  Collecting  Distributing

   2.0:TX at 707.1 Actor   1.1:1.707.1 Active      .     Aggregate  In sync
                   Partner 1.5:1.808.5 Active   Nervous  Aggregate  In sync  Collecting  Distributing

   2.0:TX at 707.2 Actor   1.2:1.707.1 Active   Nervous  Aggregate  In sync
                   Partner 1.2:1.  0.2 Passive  Nervous     .       In sync  Collecting  Distributing

   3.0:TX at 707.1 Actor   1.1:1.707.1 Active      .     Aggregate  In sync
                   Partner 1.5:1.808.5 Active   Nervous  Aggregate  In sync  Collecting  Distributing

   3.0:TX at 707.2 Actor   1.2:1.707.1 Active   Nervous  Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.  0.2 Passive     .        .       In sync  Collecting  Distributing

   4.0:TX at 707.1 Actor   1.1:1.707.1 Active      .     Aggregate  In sync
                   Partner 1.5:1.808.5 Active   Nervous  Aggregate  In sync  Collecting  Distributing

   5.0:TX at 707.1 Actor   1.1:1.707.1 Active      .     Aggregate  In sync
                   Partner 1.5:1.808.5 Active   Nervous  Aggregate  In sync  Collecting  Distributing

   6.0:TX at 707.1 Actor   1.1:1.707.1 Active      .     Aggregate  In sync
                   Partner 1.5:1.808.5 Active   Nervous  Aggregate  In sync  Collecting  Distributing

   7.0:TX at 707.1 Actor   1.1:1.707.1 Active      .     Aggregate  In sync
                   Partner 1.5:1.808.5 Active   Nervous  Aggregate  In sync  Collecting  Distributing

   8.0:TX at 707.1 Actor   1.1:1.707.1 Active      .     Aggregate  In sync
                   Partner 1.5:1.808.5 Active   Nervous  Aggregate  In sync  Collecting  Distributing
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   9.0:TX at 707.1 Actor   1.1:1.707.1 Active      .     Aggregate  In sync
                   Partner 1.5:1.808.5 Active   Nervous  Aggregate  In sync  Collecting  Distributing

and so on until:

  90.0:TX at 707.1 Actor   1.1:1.707.1 Active   Nervous  Aggregate  In sync
                   Partner 1.5:1.808.5 Active   Nervous  Aggregate  In sync  Collecting  Distributing

  91.0:TX at 707.1 Actor   1.1:1.707.1 Active   Nervous  Aggregate  In sync
                   Partner 1.5:1.808.5 Active   Nervous  Aggregate  In sync  Collecting  Distributing

  92.0:TX at 707.1 Actor   1.1:1.707.1 Active   Nervous  Aggregate  In sync
                   Partner 1.5:1.808.5 Active   Nervous  Aggregate  In sync  Collecting  Distributing

  93.0:TX at 707.1 Actor   1.1:1.707.1 Active   Nervous  Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.  0.1 Passive     .        .       In sync  Collecting  Distributing

  93.0:TX at 707.2 Actor   1.2:1.707.1 Active   Nervous  Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.  0.2 Passive     .        .       In sync  Collecting  Distributing

test over
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Test Scenario 3
static void test3()
{
   Lac_system *s1;
   Lac_port   *s1p1, *s1p2, *s1p3, *s1p4;
   Lac_system *s2;
   Lac_port   *s2p1, *s2p2, *s2p3, *s2p4;
   Lan        *lan1, *lan2, *lan3, *lan4, *lan5;

   printf("********* TEST 3 *************\n");

   (void)sys_create_lan(&lan3);
   (void)sys_create_lan(&lan4);
   (void)sys_create_lan(&lan5);

   lac_create_system(101, &s1);

   lac_create_port(  s1,1); s1p1 = s1->ports.next;
   lact_user_connect(s1p1);
   lact_lan_attach(  lan3, s1p1);

   lac_create_port(  s1,2); s1p2 = s1p1->next;
   lact_user_connect(s1p2);
   lact_lan_attach(  lan4, s1p2);

   lac_create_system(102, &s2);

   lac_create_port(  s2,3); s2p3 = s2->ports.next;
   lact_user_connect(s2p3);
   lact_lan_attach(  lan3, s2p3);

   lac_create_port(  s2,2); s2p2 = s2p3->next;
   lact_user_connect(s2p2);
   lact_lan_attach(  lan4, s2p2);

   ticks(100 * Lac_ticks);

   lac_create_port(  s1,3); s1p3 = s1p2->next;
   lact_user_connect(s1p3);
   lact_lan_attach(  lan5, s1p3);

   lac_create_port(  s2,1); s2p1 = s2p2->next;
   lact_user_connect(s2p1);
   lact_lan_attach(  lan5, s2p1);

   ticks(100 * Lac_ticks);
}
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Test Results : Scenario 3

********* TEST 3 *************
   0.1:TX at 101.1 Actor   1.1:1.101.1 Active   Nervous  Aggregate  In sync
                   Partner 1.1:1.  0.1 Passive  Nervous     .       In sync  Collecting  Distributing

   0.1:RX at 102.3 Actor   1.1:1.101.1 Active   Nervous  Aggregate  In sync
                   Partner 1.1:1.  0.1 Passive  Nervous     .       In sync  Collecting  Distributing

   0.1:TX at 101.2 Actor   1.2:1.101.1 Active   Nervous  Aggregate  In sync
                   Partner 1.2:1.  0.2 Passive  Nervous     .       In sync  Collecting  Distributing

   0.1:RX at 102.2 Actor   1.2:1.101.1 Active   Nervous  Aggregate  In sync
                   Partner 1.2:1.  0.2 Passive  Nervous     .       In sync  Collecting  Distributing

   0.1:TX at 102.3 Actor   1.3:1.102.1 Active      .     Aggregate     .
                   Partner 1.1:1.101.1 Active   Nervous  Aggregate  In sync

   0.1:RX at 101.1 Actor   1.3:1.102.1 Active      .     Aggregate     .
                   Partner 1.1:1.101.1 Active   Nervous  Aggregate  In sync

   0.1:TX at 102.2 Actor   1.2:1.102.1 Active      .     Aggregate     .
                   Partner 1.2:1.101.1 Active   Nervous  Aggregate  In sync

   0.1:RX at 101.2 Actor   1.2:1.102.1 Active      .     Aggregate     .
                   Partner 1.2:1.101.1 Active   Nervous  Aggregate  In sync

   0.2:TX at 101.1 Actor   1.1:1.101.1 Active      .     Aggregate     .
                   Partner 1.3:1.102.1 Active      .     Aggregate     .

   0.2:RX at 102.3 Actor   1.1:1.101.1 Active      .     Aggregate     .
                   Partner 1.3:1.102.1 Active      .     Aggregate     .

   0.2:TX at 101.2 Actor   1.2:1.101.1 Active      .     Aggregate     .
                   Partner 1.2:1.102.1 Active      .     Aggregate     .

   0.2:RX at 102.2 Actor   1.2:1.101.1 Active      .     Aggregate     .
                   Partner 1.2:1.102.1 Active      .     Aggregate     .

   1.0:TX at 101.1 Actor   1.1:1.101.1 Active      .     Aggregate     .
                   Partner 1.3:1.102.1 Active      .     Aggregate     .

   1.0:RX at 102.3 Actor   1.1:1.101.1 Active      .     Aggregate     .
                   Partner 1.3:1.102.1 Active      .     Aggregate     .
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   1.0:TX at 101.2 Actor   1.2:1.101.1 Active      .     Aggregate     .
                   Partner 1.2:1.102.1 Active      .     Aggregate     .

   1.0:RX at 102.2 Actor   1.2:1.101.1 Active      .     Aggregate     .
                   Partner 1.2:1.102.1 Active      .     Aggregate     .

   1.0:TX at 102.3 Actor   1.3:1.102.1 Active      .     Aggregate     .
                   Partner 1.1:1.101.1 Active      .     Aggregate     .

   1.0:RX at 101.1 Actor   1.3:1.102.1 Active      .     Aggregate     .
                   Partner 1.1:1.101.1 Active      .     Aggregate     .

   1.0:TX at 102.2 Actor   1.2:1.102.1 Active      .     Aggregate     .
                   Partner 1.2:1.101.1 Active      .     Aggregate     .

   1.0:RX at 101.2 Actor   1.2:1.102.1 Active      .     Aggregate     .
                   Partner 1.2:1.101.1 Active      .     Aggregate     .

   2.0:TX at 101.2 Actor   1.2:1.101.1 Active      .     Aggregate  In sync
                   Partner 1.2:1.102.1 Active      .     Aggregate     .

   2.0:RX at 102.2 Actor   1.2:1.101.1 Active      .     Aggregate  In sync
                   Partner 1.2:1.102.1 Active      .     Aggregate     .

   2.0:TX at 102.3 Actor   1.3:1.102.1 Active      .     Aggregate  In sync
                   Partner 1.1:1.101.1 Active      .     Aggregate     .

   2.0:RX at 101.1 Actor   1.3:1.102.1 Active      .     Aggregate  In sync
                   Partner 1.1:1.101.1 Active      .     Aggregate     .

   2.0:TX at 102.2 Actor   1.2:1.102.1 Active      .     Aggregate  In sync  Collecting
                   Partner 1.2:1.101.1 Active      .     Aggregate  In sync

   2.0:RX at 101.2 Actor   1.2:1.102.1 Active      .     Aggregate  In sync  Collecting
                   Partner 1.2:1.101.1 Active      .     Aggregate  In sync

   2.1:TX at 101.1 Actor   1.1:1.101.1 Active      .     Aggregate  In sync  Collecting
                   Partner 1.3:1.102.1 Active      .     Aggregate  In sync

   2.1:RX at 102.3 Actor   1.1:1.101.1 Active      .     Aggregate  In sync  Collecting
                   Partner 1.3:1.102.1 Active      .     Aggregate  In sync
   2.1:TX at 101.2 Actor   1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.102.1 Active      .     Aggregate  In sync  Collecting

   2.1:RX at 102.2 Actor   1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.102.1 Active      .     Aggregate  In sync  Collecting
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   2.1:TX at 102.3 Actor   1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync  Collecting

   2.1:RX at 101.1 Actor   1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync  Collecting

  31.0:TX at 101.1 Actor   1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

  31.0:RX at 102.3 Actor   1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

  31.0:TX at 101.2 Actor   1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.102.1 Active      .     Aggregate  In sync  Collecting

  31.0:RX at 102.2 Actor   1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.102.1 Active      .     Aggregate  In sync  Collecting

  31.0:TX at 102.3 Actor   1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

  31.0:RX at 101.1 Actor   1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

  31.0:TX at 102.2 Actor   1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

  31.0:RX at 101.2 Actor   1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

  61.0:TX at 101.1 Actor   1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

  61.0:RX at 102.3 Actor   1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

  61.0:TX at 101.2 Actor   1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
  61.0:RX at 102.2 Actor   1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

  61.0:TX at 102.3 Actor   1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

  61.0:RX at 101.1 Actor   1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
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  61.0:TX at 102.2 Actor   1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

  61.0:RX at 101.2 Actor   1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

  91.0:TX at 101.1 Actor   1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

  91.0:RX at 102.3 Actor   1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

  91.0:TX at 101.2 Actor   1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

  91.0:RX at 102.2 Actor   1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

  91.0:TX at 102.3 Actor   1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

  91.0:RX at 101.1 Actor   1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

  91.0:TX at 102.2 Actor   1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

  91.0:RX at 101.2 Actor   1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

 100.1:TX at 102.3 Actor   1.3:1.102.1 Active      .     Aggregate     .
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

 100.1:RX at 101.1 Actor   1.3:1.102.1 Active      .     Aggregate     .
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
 100.1:TX at 101.3 Actor   1.3:1.101.1 Active   Nervous  Aggregate  In sync
                   Partner 1.3:1.  0.3 Passive  Nervous     .       In sync  Collecting  Distributing

 100.1:RX at 102.1 Actor   1.3:1.101.1 Active   Nervous  Aggregate  In sync
                   Partner 1.3:1.  0.3 Passive  Nervous     .       In sync  Collecting  Distributing

 100.1:TX at 102.1 Actor   1.1:1.102.1 Active      .     Aggregate     .
                   Partner 1.3:1.101.1 Active   Nervous  Aggregate  In sync

 100.1:RX at 101.3 Actor   1.1:1.102.1 Active      .     Aggregate     .
                   Partner 1.3:1.101.1 Active   Nervous  Aggregate  In sync
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 100.2:TX at 101.1 Actor   1.1:1.101.1 Active      .     Aggregate  In sync
                   Partner 1.3:1.102.1 Active      .     Aggregate     .

 100.2:RX at 102.3 Actor   1.1:1.101.1 Active      .     Aggregate  In sync
                   Partner 1.3:1.102.1 Active      .     Aggregate     .

 100.2:TX at 101.3 Actor   1.3:1.101.1 Active      .     Aggregate     .
                   Partner 1.1:1.102.1 Active      .     Aggregate     .

 100.2:RX at 102.1 Actor   1.3:1.101.1 Active      .     Aggregate     .
                   Partner 1.1:1.102.1 Active      .     Aggregate     .

 101.0:TX at 101.3 Actor   1.3:1.101.1 Active      .     Aggregate     .
                   Partner 1.1:1.102.1 Active      .     Aggregate     .

 101.0:RX at 102.1 Actor   1.3:1.101.1 Active      .     Aggregate     .
                   Partner 1.1:1.102.1 Active      .     Aggregate     .

 101.0:TX at 102.1 Actor   1.1:1.102.1 Active      .     Aggregate     .
                   Partner 1.3:1.101.1 Active      .     Aggregate     .

 101.0:RX at 101.3 Actor   1.1:1.102.1 Active      .     Aggregate     .
                   Partner 1.3:1.101.1 Active      .     Aggregate     .

 102.0:TX at 102.3 Actor   1.3:1.102.1 Active      .     Aggregate  In sync  Collecting
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync

 102.0:RX at 101.1 Actor   1.3:1.102.1 Active      .     Aggregate  In sync  Collecting
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync

 102.0:TX at 102.1 Actor   1.1:1.102.1 Active      .     Aggregate  In sync
                   Partner 1.3:1.101.1 Active      .     Aggregate     .
 102.0:RX at 101.3 Actor   1.1:1.102.1 Active      .     Aggregate  In sync
                   Partner 1.3:1.101.1 Active      .     Aggregate     .

 102.1:TX at 101.1 Actor   1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.3:1.102.1 Active      .     Aggregate  In sync  Collecting

 102.1:RX at 102.3 Actor   1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.3:1.102.1 Active      .     Aggregate  In sync  Collecting

 121.0:TX at 101.1 Actor   1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.3:1.102.1 Active      .     Aggregate  In sync  Collecting

 121.0:RX at 102.3 Actor   1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.3:1.102.1 Active      .     Aggregate  In sync  Collecting
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 121.0:TX at 101.2 Actor   1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

 121.0:RX at 102.2 Actor   1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

 121.0:TX at 102.3 Actor   1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

 121.0:RX at 101.1 Actor   1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

 121.0:TX at 102.2 Actor   1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

 121.0:RX at 101.2 Actor   1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

 131.0:TX at 101.3 Actor   1.3:1.101.1 Active      .     Aggregate     .
                   Partner 1.1:1.102.1 Active      .     Aggregate  In sync

 131.0:RX at 102.1 Actor   1.3:1.101.1 Active      .     Aggregate     .
                   Partner 1.1:1.102.1 Active      .     Aggregate  In sync

 131.0:TX at 102.1 Actor   1.1:1.102.1 Active      .     Aggregate  In sync
                   Partner 1.3:1.101.1 Active      .     Aggregate     .

 131.0:RX at 101.3 Actor   1.1:1.102.1 Active      .     Aggregate  In sync
                   Partner 1.3:1.101.1 Active      .     Aggregate     .
 151.0:TX at 101.1 Actor   1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

 151.0:RX at 102.3 Actor   1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

 151.0:TX at 101.2 Actor   1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

 151.0:RX at 102.2 Actor   1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

 151.0:TX at 102.3 Actor   1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

 151.0:RX at 101.1 Actor   1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
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 151.0:TX at 102.2 Actor   1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

 151.0:RX at 101.2 Actor   1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

 161.0:TX at 101.3 Actor   1.3:1.101.1 Active      .     Aggregate     .
                   Partner 1.1:1.102.1 Active      .     Aggregate  In sync

 161.0:RX at 102.1 Actor   1.3:1.101.1 Active      .     Aggregate     .
                   Partner 1.1:1.102.1 Active      .     Aggregate  In sync

 161.0:TX at 102.1 Actor   1.1:1.102.1 Active      .     Aggregate  In sync
                   Partner 1.3:1.101.1 Active      .     Aggregate     .

 161.0:RX at 101.3 Actor   1.1:1.102.1 Active      .     Aggregate  In sync
                   Partner 1.3:1.101.1 Active      .     Aggregate     .

 181.0:TX at 101.1 Actor   1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

 181.0:RX at 102.3 Actor   1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

 181.0:TX at 101.2 Actor   1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
 181.0:RX at 102.2 Actor   1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing

 181.0:TX at 102.3 Actor   1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

 181.0:RX at 101.1 Actor   1.3:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.1:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

 181.0:TX at 102.2 Actor   1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

 181.0:RX at 101.2 Actor   1.2:1.102.1 Active      .     Aggregate  In sync  Collecting  Distributing
                   Partner 1.2:1.101.1 Active      .     Aggregate  In sync  Collecting  Distributing

 191.0:TX at 101.3 Actor   1.3:1.101.1 Active      .     Aggregate     .
                   Partner 1.1:1.102.1 Active      .     Aggregate  In sync

 191.0:RX at 102.1 Actor   1.3:1.101.1 Active      .     Aggregate     .
                   Partner 1.1:1.102.1 Active      .     Aggregate  In sync
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 191.0:TX at 102.1 Actor   1.1:1.102.1 Active      .     Aggregate  In sync
                   Partner 1.3:1.101.1 Active      .     Aggregate     .

 191.0:RX at 101.3 Actor   1.1:1.102.1 Active      .     Aggregate  In sync
                   Partner 1.3:1.101.1 Active      .     Aggregate     .
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