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Outline 
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■ Near-term Applications 

■ Near-term Alternatives 

■ Near-term Technical Viability 

■ Straw Poll 
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Bandwidth Growth 

Bandwidth Assessment Ad-hoc (BWA) Summary 
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Computing & Networking Growth 
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Server Growth 

Higher bandwidth uplinks needed as server ports transition to 
10GbE, 40GbE & 100GbE this decade  
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Data Center Architecture Trend 
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400Gb/s Near-term Applications 

■ Core  Transport (400Gb/s Transport  demonstrated) 

■ Core  Core  

■ Datacenter  Datacenter  

■ Datacenter upper layer switch interconnect                    
(shown on previous slide) 
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400Gb/s vs. Higher Rates 

■ Customers want parity in W/bit, $/bit, and bits/system 

■ Faster interface rates require exotic implementations 

● Not yet competitive per W, per $, or density 

● Higher R&D investment 

● Longer time to market 

■ 400GbE can reuse 100GbE building blocks 

■ 400GbE fits in the dense 100GbE system roadmap 

■ Data rates beyond 400Gb/s require an increasingly 
impractical number of lanes if 100GbE technology is 
reused 
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400Gb/s vs. 4 x 100Gb/s Link Aggregation 

■ Traffic is often trunked into large tunneled flows 

● Insufficient entropy to do hashing efficiently 

● Link Aggregation (LAG) is inefficient  

● BW not considered which leads to flow imbalance 

● A faster interface provides predictable performance 

■ Sources of large flows: 

● Content distribution 

● Secure traffic 

■ Fewer items to manage provides operational efficiency 

● Bandwidth is growing exponentially 

● Without faster links, link count grows exponentially 
therefore management pain grows exponentially 
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400Gb/s vs. 4 x 100Gb/s LAG, cont. 

Large flows result in individual links becoming congested and 
bundles losing efficiency 

flow size 

flow 

number 
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400Gb/s MAC Technical Feasibility 

■ CMOS IC features have shrunk by ~2x since 100Gb/s 
MAC/PCS was defined in 802.3ba 

■ CMOS International Technology Roadmap for 
Semiconductors, 2011 Revision Overview: 

 

 

 

 

■ ITRS Sponsoring Industry Associations (IAs):  European 
Semiconductor IA, Japan Electronics and Information 
Technology Association, Korea Semiconductor IA, 
Taiwan Semiconductor IA, (US) Semiconductor IA 
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400Gb/s MAC Technical Feasibility, cont. 

■ Typical 100Gb/s MAC/PCS ASIC: 

● 45/40nm CMOS 

● 160b wide bus 

● 644MHz clock 

■ Potential 400Gb/s MAC/PCS ASIC: 

● 28/20nm CMOS 

● 400b wide bus 

● 1GHz clock 

■ 400Gb/s MAC/PCS FPGA will be feasible with wider 
buses and slower clocks 
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400Gb/s Study Group Topics 

■ Elements of 400Gb/s Study Group: 

● 400Gb/s MAC/PCS layer 

● Electrical I/O 

● SMF PMD 

● MMF PMD 

■ There is a strong desire to reuse 802.3ba, 802.3bj, and 

802.3bm technology building blocks, which may include: 

● MAC/PCS architecture 

● FEC 

● CAUI-4  

● 100GBASE-LR4 or 100GBASE-nR4 

● 100GBASE-SR4 
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■ Supported 400Gb/s apps. need lower cost PMDs 

■ Unsupported 400Gb/s apps. need new PMDs 

■ Bandwidth keeps growing (see BWA graph on page 6) 

■ As before, there will be follow-on projects 

■ Possible follow-on CFI(s) time frame: 3 to 6 years 

■ Possible follow-on Study Group Topics  

● New 400Gb/s PMD(s) to reduce lane count and cost 

● and/or next higher speed MAC/PCS and PMD(s)   

(ex.1:  1Tb/s, ex.2:  1.6Tb/s) 
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What Happens After This 400Gb/s Project 
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Straw Poll 

Support the following data rate as the basis for near term CFI: 

■ 400Gb/s    ____ 

■ 1Tb/s    ____ 

■ 400Gbs and 1Tb/s ____ 

■ Rate TBD  in SG  ____ 

■ No CFI   ____ 
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400Gb/s Ethernet CFI Proposal 

Thank you 


