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Background and Overview
• Current usage of LLDP to re-negotiate system 

wake-up times in 78.4.2.5 of D1.1 does not 
match how LLDP works

• Purpose of presentation
– Review how LLDP works 

• What it can and cannot do

– Summarize and agree on functionality required in 
78.4.2.5

– Review work done in .3at (PoEP) for dynamic power 
negotiation/allocation and feedback on SM from 802.1

– Propose a framework based on the above as a starting 
point for D1.2
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LLDP Review
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LLDP Overview
• Operates over a point to point link
• Completely enclosed protocol

– We define data, it gets transported
• We don't get to make changes to the protocol

• Data in ‘Local MIB’ transported to ‘Remote MIB’
– Transported by TLVs (type, length, value)

Local MIB

Remote MIB

Local MIB

Remote MIBA change in a ‘Local MIB’ attribute appears in 
the corresponding ‘Remote MIB’ attribute

System 1 System 2

Source: law_01_0508.pdf
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LLDPDU and Associated TLVs
• The LLDP frame consists of an LLDPDU (LLDP Data Unit)

– LLDPDU is constructed from mandatory TLVs and optional TLVs
– Mandatory TLVs are chasis ID, Port ID and TTL
– Optional TLVs can be management TLVs or organizationally specific TLVs
– Selection of optional TLVs used in the LLDPDU is under network management’s control 

• TLVs are associated with a station’s MIB
– Mandatory basic LLDP MIB: Associated with basic TLVs
– Optional LLDP MIB extensions: Associated with optional TLVs
– IEEE P802.3az needs to define an LLDP MIB extension and associated TLV

• Consequence: LLDPDU contains more than EEE’s TLV and exchange may be 
triggered by other TLV changes

System 1 System 2

LLDP local
system MIB

LLDP remote
system MIB

dot3az local
system MIB

dot3az remote
system MIB

LLDP local
system MIB

LLDP remote
system MIB

dot3az local
system MIB

dot3az remote
system MIB

Chassis ID
TLV

Port ID
TLV

Time To Live 
TLV

End Of LLDPDU
TLV

dot3az
TLV

Optional
TLV

..
- Mandatory

LLDPDU Format

Optional
TLV

- EEE defined



Page 7IEEE P802.3 Maintenance report – July 2008 PlenaryVersion 1.0Version 1.0 IEEE P802.3az EEE – January 2009 Interim Page 7

To Summarize…
• What LLDP can do

– Transport parameters defined in TLVs across a link
– Keep a copy of the remote and local value of a parameter
– Automatically initiate an update upon a change in the local 

variable’s value and/or notify the local agent of a remote change
– Support SM (See guidance from 802.1 in following section)
– Offers benefits of a packet based protocol: CRC protection, 

automatic retries etc. so there is no need to worry about this
• What LLDP cannot do

– Force specific number of LLDPUs to go out for a single change
– Rely on a fixed rate of exchange 

• There are mechanisms to ensure “quick” updates but there are 
system interactions that may not be under the control of EEE

– Assume that a LLDPU received or transmitted is due to a specific 
change in a specific TLV

• Changes elsewhere in a station's MIB or MIB extension can trigger 
an LLDPDU exchange. Delay timers to consolidate TLV changes into
fewer LLDPUs exist but do not eliminate the issue and their use may 
be constrained by other system requirements
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EEE’s Desired Functionality 
with Respect to LLDP
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Functionality w.r.t LLDP
• There seems to be 2 basic requirements:

– Initial capability exchange of Tw_sys
• Upon initialization exchange the Tw_sys

parameters to allow for the resolution process to 
occur

– Dynamic negotiation of Tw_sys
• At any time during operation, allow either link 

partner in either path to change its Tw_sys to allow 
for power savings / performance dynamic 
optimization 

• Any other high-level functionality missing?
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Requirements w.r.t LLDP
• The resolution of Tw_sys gates when data will appear on 

the link upon exit from LPI
– This is true during the initial exchange (startup) and during a 

subsequent exchange during operation (dynamic)
– Hence, it is important that the following is maintained so the data 

integrity is not compromised
• Both link partners perform the Tw_sys resolution based on the most 

recently advertised capability
• Both link partners are confident that the remote side has completed its 

resolution prior to changing its own behavior
• Avoid deadlocks

• As with the control policy, the rate of change of Tw_sys for 
a system is outside the scope of .3az
– There may be other system constraints like LLDP itself
– As noted, measuring and enforcing a rate may be difficult
– Limits may need to be set by EEE but to the extent possible avoid

• A simple SM similar to PoEP L2 negotiation may suffice
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Review of 802.3at’s LLDP 
Work and .1 Guidance on SM
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PoEP’s L2: Motivation and SM
• PoEP wanted to use LLDP for a dynamic power allocation 

between the PD and PSE
– In an end-span configuration PSE and PD are link partners
– PD may request new power allocation. PSE responds to PD’s

request and/or initiates re-allocation
• Similarities between PoEP’s L2 and EEE

– Desire to use LLDP as it is a widely deployed protocol
– Value of parameters exchanged set by “upper layers”
– Startup and dynamic requirements on solution
– Decision on allocation requires assurance that information being

acted on is most recent
• Avoid deadlocks

– Prior to changing behavior, PSE/PD needs to be confident other 
side is ready – random power change may have drastic effects!

• Differences between PoEP’s L2 and EEE
– Behavior for PSE and PD not symmetric. PSE allocates

• SMs for PSE and PD have slight differences. EEE could be same
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PoEP’s L2: Adopted Mechanism
• Basic variables used for power negotiation

– PSE allocates power using PSEAllocatedPowerValue
– PD requests power using PDRequestedPowerValue

• Provisions to ensure accuracy in resolution
– Both the PSE and the PD echo back what they believe 

the latest value the remote side sent them. For 
example, the PD echo’s back the PSE’s Allocated 
Power Value it has in its MIB

– Both sides retain memory of the power value set for 
each review as the review may not be conducted real 
time. i.e. an updated value may have been sent since

– State machine to ensure above occurs
• SM intended to avoid deadlocks while providing an ACK
• SM does not constrain choice of values – that is for system
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Review: LLDP and State diagrams
• Can’t map directly to TLV contents

– Map through objects in dot3at local and remote MIB
– Define MIB attribute to variable mapping
– Allows .3 layers to take action based on variable 

changes

dot3at local
system MIB

dot3at remote
system MIB

aRemAbc

aLocDef

State 1

State 2

abc = True

def <= True

def <= False

Chassis ID
TLV

Port ID
TLV

Time To Live 
TLV

End Of LLDPDU
TLV

dot3at
TLV

Optional
TLV

..
LLDPDU Format

Optional
TLV

Source: joint_diab_1_0708.pdf
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802.1’s Guidance for use of a SM w/LLDP

• No fundamental problem to do State Machine
• Preferably don’t do ACK/NACKs, if you do, you 

need serial numbers
• Don’t make it too chatty

– LLDP may be running other protocols 
– Minimize the number of frames transmitted

• 802.1 expertise may be available to help
• Opportunity for 802.1 members to ballot in WG 

on 802.3at
– Request based system
– Same for 802.3az



Page 16IEEE P802.3 Maintenance report – July 2008 PlenaryVersion 1.0Version 1.0 IEEE P802.3az EEE – January 2009 Interim Page 16

Example 802.3at PSE SM
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Keeping Track of The Value Set
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Keeping Track of The Value Set
• Value advertised by the local partner in some part may 

depend on the value being advertised by the remote
• Since LLDP’s agents and review process may not be 

real time, a review process may be operating on stale 
information and/or out of synch information. This can 
cause unwanted positive feedback

• To ensure this does not happen
– The Mirrored value is the received value corresponding to 

which the power review is conducted
– If a PSE receives a PDU where the echoed value does not 

match the Allocated Power Value, it ignores the PDU
– If a PD receives a PDU where echoed value does not match 

Requested Power Value, it continues to treat the PDU as valid
• EEE: Control policy may react to a change in buffering 

on the remote side, then theoretically this could occur
– Can put in a similar mechanism into the SM or chose to ignore 

if its not a practical concern
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Baseline Proposal for EEE’s
LLDP as a Starting Point for D1.2
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Document structure
• IEEE Std 802.1AB subclause 9.6 Organizationally 

Specific TLVs
‘Each set of Organizationally Specific TLVs shall include 
associated LLDP MIB extensions and the associated TLV 
selection management variables and MIB/TLV cross reference 
tables (for example, see F.6 and G.6).’

– For 802.3, this is being moved to C77 as part of P802.3bc
• Hence to use LLDP IEEE P802.3az has to define

– LLDP MIB extensions
– LLDP TLV selection management variables
– MIB/TLV cross reference table

• IEEE P802.3az also needs to define
– MIB to state diagram cross reference table
– State diagram using MIB derived variables
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Initial Stab at SM

UPDATE MIRROR

REMOTE CHANGE

TempTxVar ⇐ RemTxSystemValue
TempRxVar ⇐ RemRxSystemValue

LocTxSystemValue <= LOCAL INITIAL TX VALUE
LocRxSystemValue <= LOCAL INITIAL RX VALUE
LocTxSystemValueEcho <=  PHY WAKE VALUE
LocRxSystemValueEcho <=  PHY WAKE VALUE
RemTxSystemValueEcho <=  PHY WAKE VALUE
RemRxSystemValueEcho <= PHY WAKE VALUE
LocResolvedTxSystemValue <= PHY WAKE VALUE
LocResolvedRxSystemValue <= PHY WAKE VALUE
mismatch <= FALSE

INITIALIZE

RUNNING

!local_system_change * 
[(RemTxSystemValue CHANGED) + (RemRxSystemValue CHANGED) + 

(mismatch*( (RemTxSystemValueEcho CHANGED) + (RemRxSystemValueEcho CHANGED)))]

UCT

LOCAL CHANGE

TempTxVar ⇐ RemTxSystemValue
TempRxVar <= RemRxSystemValue

local_system_change

LocTxSystemValueEcho <= TempTxVar
LocRxSystemValueEcho <= TempRxVar

dll_ready

UCT

SYSTEM RESOLUTION

ResolvedTxSystemValue <= Min(TempRxVar, LocalTxSystemValue) 
ResolvedRxSystemValue <= Min(TempTxVar, LocalTxSystemValue) 

UCT
STALE ECHO

mismatch <= TRUE

CURRENT ECHO

mismatch <= FALSE

(LocTxSystemValue != RemTxSystemValueEcho)
+ (LocRxSystemValue != RemRxSystemValueEcho)

![(LocTxSystemValue != RemTxSystemValueEcho)
+ (LocRxSystemValue != RemRxSystemValueEcho)]

UCT

UCT

[(LocResolvedTxSystemValue != RemResolvedRxSystemValue) +
LocResolvedRxSystemValue != RemResolvedTxSystemValue)]

ENFORCE NEW THRESHOLDS

local_sytstem_resolution

![(LocResolvedTxSystemValue != RemResolvedRxSystemValue) +
LocResolvedRxSystemValue != RemResolvedTxSystemValue)]

UCT
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Definitions
• Initial values

– These are the values used upon initialization
– For the local side it’s the initial value the system wants
– For the remote and resolved variables it’s the PHY negotiated times

• Rem
– These are the values that show up in the MIB for the link partner (i.e. 

the remote partner’s information)
– E.g. Tw_sys TX will be the local partner’s TX value and the mirror is 

derived from the remote partner’s value that appears in the MIB
• Echo

– The local partner’s reflection (echo) of the remote’s values
• Echoing a value reflects its receipt but not necessarily that new resolved 

levels
– When this value doesn’t match the local value then the link partner 

knows the request was based on stale information 
• Resolved

– This is the value that each partner resolves for each path
– When resolved value is sent, the local system has implemented the new 

levels within the defined tolerances
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Energy Efficient Ethernet TLV

TLV 
Type = 127

TLV information
String length = 17

802.3 OUI
00-12-0F

802.3 
Subtype  = 

TBD

TX 
Tw_sys

RX 
Tw_sys

Refresh 
Duty Cycle

Echo 
TX 

Tw_sys

Echo 
RX 

Tw_sys

TLV header TLV information string

TLV information string (continued)

7 bits 9 bits 3 octets 1 octet

2 octets 2 octets 2 octets 2 octets 1 octet

...

...

Resolved 
TX 

Tw_sys

Resolved
RX 

Tw_sys
2 octets 2 octets
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Initial Stab at TLV to MIB mapping

aEEETxTwSysResolvedResolved Tx Tw_sys

aEEERxTwSysResolvedResolved Rx Tw_sys

Energy Efficient Ethernet

aEEERefreshDutyCycleRefresh Duty Cycle

aEEERxTwSysEchoEcho Rx Tw_sys

aEEETxTwSysEchoEcho Tx Tw_sys

aEEERxTwSysRx Tw_sys

aEEETxTwSysTx Tw_sys

Clause 30 attributeTLV variableTLV name

Energy Efficient Ethernet TLV to EEE object class cross-references



Page 25IEEE P802.3 Maintenance report – July 2008 PlenaryVersion 1.0Version 1.0 IEEE P802.3az EEE – January 2009 Interim Page 25

Initial Stab at MIB to Variable Mapping

RemRxSystemValueEcho=>aEEERemRxTwSysEcho

RemTxSystemValueEcho=>aEEERemTxTwSysEcho

RxSystemValueEcho<=aEEERxTwSysEcho

TxSystemValueEcho<=aEEETxTwSysEcho

RemResolvedTxSystemValue<=aEEERemTxTwSysResolved

ResolvedRxSystemValue<=aEEERxTwSysResolved

RemRxSystemValue=>aEEERemRxTwSys

RemTxSystemValue=>aEEERemTxTwSys

ResolvedTxSystemValue<=aEEETxTwSysResolved

RemResolvedRxSystemValue<=aEEERemRxTwSysResolved

<=

<=

Mapping

LocTxSystemValueaEEELocTxTwSysoEEE managed 
object class 

State diagram variableAttributeObject

LocRxSystemValueaEEELocRxTwSys

Attribute to state diagram variable cross-reference
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Other Conditions
• Startup

– A time is required for the initial LLPDU to be sent upon start-up
– As a placeholder suggest using the following text

• An EEE link partner shall send an LLDPDU containing an EEE TLV 
within 10 seconds of the Link Layer capability exchange being 
enabled as indicated by the variable dll_enabled (ref)

– The variable that kick starts the DLL (dll_enabled) machine 
needs to be kicked off at the end of the PHY auto-negotiation 
process for EEE

• Reaction time to receiving an updated LLDPDU
– A system reaction time for processing a change (based on 

receiving a change) and sending out an updated TLV is required
– As a placeholder suggest using the following text

• Under normal operation, an LLDPDU containing an EEE TLV with 
an updated value for the “RemTxSystemValueEcho” or the 
“RemRxSystemValueEcho” field shall be sent within 10 seconds of 
receipt of an LLDPDU containing an EEE TLV when the 
corresponding “RemTxSystemValue” or the “RemRxSystemValue”
field is different from the previously communicated value.


