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Introduction

This looks at a baseline PCS and PMA proposal  based on a 

1x400G FEC architecture
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PCS Architecture

Based on the adopted system architecture

A single FEC is used, across up to 5 interfaces (in the PCS sublayer)

CDMII is an optional interface that is not shown in these figures, but is already 

adopted and may be present in a given implementation
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Proposed TX PCS Data Flow

64B/66B encode based on clause 82

Transcode to 256B/257B based on clause 91

Scrambler is moved to after the Transcoding to 

simplify the flow

FEC Encoder is RS(544,514,10), in a 1x400G 

architecture

– All FEC processing is as in clause 91, including error 

correction and detection modes

– Method of forming PCS lanes from FEC codewords is 

TBD and dependent on further error analysis 

Location of the OTN reference point is as 

shown and adopted in the January meeting

Support for any logical lane on any physical lane

64B/66B Encode

Transcode

X^58 Scrambler

AM Insertion

FEC Encoder

Symbol Distribution

CDMII

PMA Interface

P
C

S

OTN Reference point

Note: Updated and with more detail from what was adopted in 

dambrosia_3bs_02b_0115.pdf
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Proposed RX PCS Data Flow

Reverse of TX

Allows for arbitrary lane arrival

Transcode

Descramble

AM Removal

RS Decoder

Lane Reorder

AM lock and deskew

CDMII

PMA Interface

P
C

S
64B/66B Decode

OTN Reference point
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Scrambling

Re-use the X^58 self synchronous scrambler, but after the transcoding

Run it across all payload information, but not the AMs

Scrambling includes all 257 bits

– Note that this is slightly different and simpler than 802.3bj
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400GbE Data Distribution – 1x400G

Below the RS-FEC sublayer, using 1x802.3bj KP4 FEC (400G single FEC 

instance), you would naturally have 16 FEC lanes

dddddddddd = protected data  (5140 bits total) 

pppppppppp = FEC Parity addition  (300 bits total)

d + p = 5440 bits total
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400GbE 257b Block Mapping

This shows how the 257b blocks fit within the FEC block

160 bits (400G)

257b Block #0

257b Block #19

FEC Parity

20x257b blocks
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Proposed 400Gb/s AMs

Re-use 100G AM0 from 802.3ba to allow 

common block lock between lanes of 100G 

and 400G, the rest is unique to 400GbE

Have a 56b 400G unique AM per lane also

– 56+64 = 120b, putting 120b on each FEC 

lane after RS symbol distribution requires 

8x257b blocks

– The pad allows us to fit evenly within 8x257b 

blocks to ease processing

– Content of 400G AMx is TBD

FEC

Lane

Reed-Solomon symbol 

index (10 bit symbols

0 1 2 3 4 5 6 7 8 9
1

0

1

1

1

2

0 AM0 400G AM0

1 AM0 400G AM1

2 AM0 400G AM2

3 AM0 400G AM3

4 AM0 400G AM4

5 AM0 400G AM5

6 AM0 400G AM6

7 AM0 400G AM7

8 AM0 400G AM8

9 AM0 400G AM9

10 AM0 400G AM10

11 AM0 400G AM11

12 AM0 400G AM12

13 AM0 400G AM13

14 AM0 400G AM14

15 AM0 400G AM15

630

136b 

Pad

64 119

12 x 10b FEC symbols wide
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400 Gb/s AM Distance

AMs are always aligned to the beginning of an RS-FEC block

Repetition distance is 8192 FEC blocks (2x 802.3bj)

– This works out to a little less overhead than we have at 100GbE (~49PPM vs. 

~61PPM)

8192 FEC blocks
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Proposed 400Gb/s AM Detail

Original AM0 contents: 0xC1, 0x68, 0x21, BIP3, 0x3E, 0x97, 0xDE, 

BIP7

– Put what we originally had instead of the BIP fields back in the 802.3ba 

days

– 0xC1, 0x68, 0x21, 0xF4, 0x3E, 0x97, 0xDE, 0x0B

400G AM0, AM1 etc. contents (56b)

– Create a 28b unique AM field for each marker

– 2nd 28b is just the bit inversion of the first 28b to keep balance

– Anything else we need to add in/carry?

What goes in the 136b pad?

– Fill in with free running PRBS9 pattern which continues running from 

frame to frame.  X9+x5+1
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PMA Functions

The following are the functions performed by the PMA sublayer

– Provide appropriate multiplexing

– Provide appropriate modulation (NRZ/PAM4)

– Provide appropriate coding as needed

• Gray coding as appropriate (for the PAM4 electrical interface for instance)

– Provide per input-lane clock and data recovery

– Provide clock generation

– Provide signal drivers when applicable

– Optionally provide local loopback to/from the PMA service interface

– Optionally provide remote loopback to/from the PMD service interface

– Optionally provide test-pattern generation and detection

– Tolerate Skew Variation

Not required

– Extra overhead such as block termination bits or framing for that termination

Note: Updated list from what was adopted in dambrosia_3bs_02b_0115.pdf
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PMA Multiplexing

The PMA will support bit muxing, without regard to skew or PMA lane 

identity

Total skew is handled in the RX PCS

– Skew budgets are TBD (variation and total skew)

– Skew variation must be handled by PMA instances that do bit muxing, same 

as in the 802.3ba architecture
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PMA Data Rate

With KP4 FEC the per lane signaling rate is:

– 544/514*257/256*25G = 26.5625G

– When running 16 lanes

– When running 8 lanes it is 53.125G per lane

PLL multiplier from 156.25MHz is 170 for a 26.5625G lane

This means that SR16 lanes will run 3% faster than the current SR4 lanes
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Testing Concerns

Propose to continue the use of scrambled idles as the PCS test pattern

– Defined in clause 82.2.10 and 82.2.17

Support PCS loopback, TX MII data is looped back to the RX MII and 

transmitted towards the PMA
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Work Items

Hi BER, use FEC thresholds?

Sublayer delay constraints are TBD, same with skew limitations

Define 400G AM fields

Precoding?

Exact criteria for achieving AM lock
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Conclusion

This proposal implements the adopted RS(544,514,10) as the FEC 

in the 802.3bs 400GbE PCS using a 1x400GbE architecture

Additional PMA details are included, including a bit muxing 

architecture



Thanks!


