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Outline 

• Baseline proposal of a retimed PMD to address the 802.3bs 
objective to ‘Provide physical layer specifications which 
support link distances of at least 100 m over MMF’ 
– 16 lane parallel, short wavelength based PMD for 400GBASE-SR16. 
– Leveraging 100GBASE-SR4 technology, compatible with 16 x 25 Gb/s 

electrical interface, and breakout applications. 
– Assumed use of 100GBASE-SR4 FEC, or similar strength FEC (to be 

defined in 802.3bs), to enable 100 m reach. 
– Architecture, parameters and specifications for optical interfaces, and 

the proposed MDI, follow. 
 

 

 
2 



Supporters and contributors 
• John Abbott, Corning 
• Mike Dudek, QLogic 
• Ali Ghiasi, Ghiasi Quantum LLC 
• Mark Gustlin, Xilinx 
• Jack Jewell, Commscope 
• Jonathan King, Finisar 
• Scott Kipp, Brocade 
• Paul Kolesar, Commscope 
• Robert Lingle Jr., OFS 
• Slobodan Milijevic, Microsemi 
• John Petrilla, Avago technologies 
• Rick Pimpinella, Panduit 
• Rick Rabinovich, Alcatel-Lucent Enterprise 
• Steve Swanson, Corning 

3 



Motivation 
• 16 parallel links operating at 25.78125 GBd utilize low cost, 

high performing multimode fiber compatible optics and 
electronics  
– Leverages 100GBASE-SR4 technology 
– FEC supported retimed interface enables a lowest power, lowest cost, 

100m solution today 
– Uses existing, viable semiconductor technologies and uncooled VCSELs  

• The 16 optical lanes can directly map the 16 electrical lanes of 
CDAUI-16, without requiring multiplexing, translation, or de-
skewing inside the module. 

• Compatible with ‘break out’ application 
• This proposal is supported by multiple vendors and users, and 

is economically feasible and competitive compared to other 
alternatives. 
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Proposal 
• 16 parallel  lanes @ 25.78125 GBd for 100GBASE-SR16 over 100 m OM4 fiber. 

– Exact signaling rate is determined by project’s choice of FEC. 

• 850 nm sources, re-use of 100GBASE-SR4 specifications. 
– Assumes PMD target BER (prior to error correction) around 5x10-5, similar to 100GBASE-SR4. 
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Position in 802.3 architecture 
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Editor’s note: The RS-FEC layer may be merged into 400GBASE-R PCS layer, 
depending on the choice of architecture by the Task Force. 



Block diagram for 400GBASE-SR16 transmit/receive path 
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PMD Optical specifications 

• Transmitter characteristics (each lane) at TP2 follow 
100GBASE-SR4, Clause 95, Table 95-6. 

• Receiver characteristics (each lane) at TP3 follow 
100GBASE-SR4, Clause 95, Table 95-7. 

• Illustrative link power budget follows 100GBASE-SR4, 
Clause 95, Table 95-8. 
 
– Current status of these tables shown on next 3 slides 

 

8 



Transmitter characteristics (each lane) at TP2: 
follow 100GBASE-SR4, Clause 95, Table 95-6 (D3.2 illustrated below) 
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Receiver characteristics (each lane) at TP3: follow 100GBASE-
SR4, Clause 95, Table 95-7 (D3.2 illustrated below) 
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Illustrative link power budget: 
follow 100GBASE-SR4, Clause 95, Table 8 (D3.2 illustrated below) 
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Medium Dependent Interface (MDI) for 400GBASE-SR16  
and lane assignments 

Rx Rx Rx Rx Rx Rx Rx Rx Rx Rx Rx Rx Rx Rx Rx Rx                                              

Tx  Tx Tx  Tx Tx Tx  Tx Tx  Tx Tx  Tx Tx Tx  Tx Tx  Tx 

 

– The following 4 slides show draft text and figures which describe the MDI and 
lane assignments, using clause 86 and 95 content as basis, with modifications 
for 400GBASE-SR16 and MPO-16 

• Similar to the MDI defined for 100GBASE-SR10 (Clause 86.10.3.3, 
Recommended Option A), but using MPO-16, a 16-wide version of the 
100G-SR10 MDI. 

• Transmitters occupy the top row and receivers occupy the bottom row for 
better heat dissipation 

400GBASE-SR16 optical lane assignments for the MDI receptacle when 
viewed looking into the receptacle with keyway feature on top.  
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MDI (1 of 4) 
xx.m.n Medium Dependent Interface (MDI) 
 
The 400GBASE-SR16 PMD is coupled to the fiber optic cabling at the MDI.  The MDI 
is the interface between the PMD and the “fiber optic cabling” (as shown in Figure 
xx-a).  The 400GBASE-SR16 PMD is coupled to the fiber optic cabling through one 
connector plug into the MDI optical receptacle as shown in Figure xx-b.  Example 
constructions of the MDI include the following: 
 
a) PMD with a connectorized fiber pigtail plugged into an adapter; 
b) PMD with receptacle. 
 

PMD 
16 16 16 

Patch  
cord 

Patch  
cord Link 

MDI MDI 
Fiber optic cabling (channel) 

PMD Connection Connection 

Figure xx-a – Fiber optic cabling model 

Editor’s note: Figure xx-a may be placed in a preceding clause 
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MDI (2 of 4) 

xx.m.n.1 Optical lane assignments 
 
The sixteen transmit and sixteen receive optical lanes of 400GBASE-SR16 shall 
occupy the positions depicted in Figure xx-b viewed looking into the MDI 
receptacle with the connector keyway feature on top.  The interface contains 32 
active lanes within 32 total positions.  The transmit optical lanes occupy the top 
row.  The receive optical lanes occupy the bottom row.  See clause xx.m.n.2 for 
MDI optical connector requirements. 

Figure xx-b -- 400GBASE-SR16 optical lane assignments  
viewed looking into the MDI receptacle with keyway feature on top. 

Rx Rx Rx Rx Rx Rx Rx Rx Rx Rx Rx Rx Rx Rx Rx Rx                                              

Tx  Tx Tx  Tx Tx Tx  Tx Tx  Tx Tx  Tx Tx Tx  Tx Tx  Tx 
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MDI (3 of 4) 
xx.m.n.2 Medium Dependent Interface (MDI) requirements 
 
The MDI adapter or receptacle shall meet the dimensional specifications of 
ANSI/TIA-604-18 adapter designation FOCIS 18A-k-0.   The plug terminating the 
optical fiber cabling shall meet the dimensional specifications of ANSI/TIA-604-18 
female plug connector flat interface designation FOCIS 18P-2x16-1-0-2-2.  The 
MDI shall optically mate with the plug on the optical fiber cabling. Figure xx-c 
shows an MPO-16 female plug connector with flat interface, and an MDI.   
 
The MDI connection shall meet the interface performance specifications of IEC 
61753-1 and IEC 61753-022-2.  
 
NOTE— Transmitter compliance testing is performed at TP2 as defined in xx.k.j, 
not at the MDI. 

Editor’s note: ANSI/TIA-604-18 presently entering third ballot.   
IEC has not yet initiated ballot on the equivalent connector. 
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MDI (4 of 4) 

Figure xx-c – MPO-16 female plug connector flat interface and MDI 

KEY 

MPO-16 female plug connector flat interface MDI 

Editor’s note: Figure is in public domain so may be used “as is”. It is also 
acceptable redrawn in a form like Figure 86-8 with keying adjustment. 



Further work 

• The PMD target BER is likely to deviate from 5x10-5, 
so some fine tuning of parameters may be required. 
– The project’s choice of FEC will determine the pre-FEC BER 

target, and may also affect the exact signaling rate. 

• Confirm skew budget 
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