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Outline 

• Baseline proposal of a retimed 25Gb/s PMD to address the 
P802.3by objective to ‘Provide physical layer specifications 
which support link distances of at least 100 m over MMF’ 
– Single lane, short wavelength based PMD for 25GBASE-SR. 
– Leveraging 100GBASE-SR4 optics, and CAUI-4  25 Gb/s electrical 

interface. 
– Assumed use of 100GBASE-SR4 FEC, or similar strength FEC (to be 

defined in 802.3by), to enable 100 m reach. 
– Architecture, parameters and specifications for optical interfaces 

follow. 
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Motivation 
• Single lane link operating at 25.78125 GBd utilizes low cost, 

high performing multimode fiber compatible optics and 
electronics  
– Leverages 100GBASE-SR4 technology 
– FEC-supported retimed interface enables a lowest power, lowest cost, 

100 m solution today 
– Uses existing, viable semiconductor technologies and uncooled VCSELs  

• The single optical lane directly maps to the single electrical 
lane of 25G AUI, without requiring multiplexing, translation, 
or de-skewing inside the module. 

• This proposal is supported by multiple vendors and users, and 
is economically feasible and competitive compared to other 
alternatives. 
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Proposal 
• Single lane @ 25.78125 GBd for 25GBASE-SR over 100 m OM4 fiber. 

– Exact signaling rate is determined by project’s choice of FEC. 

• 850 nm sources, re-use of single lane of 100GBASE-SR4 specifications. 
– Assumes  target BER (prior to error correction) around 5x10-5, similar to 100GBASE-SR4. 
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Position in 802.3 architecture 
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Editor’s note: The RS-FEC layer may be merged into 25GBASE-R PCS layer, depending 
on the choice of architecture by the Task Force. 



Block diagram for 25GBASE-SR transmit/receive path 
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PMD Optical specifications 

• Transmitter characteristics  at TP2 follow a single lane of 
100GBASE-SR4, Clause 95, Table 95-6. 

• Receiver characteristics at TP3 follow a single lane of 
100GBASE-SR4, Clause 95, Table 95-7. 

• Illustrative link power budget follows 100GBASE-SR4, Clause 
95, Table 95-8. 
 
– Current status of these tables shown on next 3 slides 
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Transmitter characteristics (each lane) at TP2: 
follow 100GBASE-SR4, Clause 95, Table 95-6 (D3.3 illustrated below) 
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Receiver characteristics (each lane) at TP3:  
follow 100GBASE-SR4, Clause 95, Table 95-7 (D3.3 illustrated below) 
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Illustrative link power budget:  
follow 100GBASE-SR4, Clause 95, Table 95-8 (D3.3 illustrated below) 
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Further work 

• The PMD target BER is likely to deviate from 5x10-5, 
so some fine tuning of parameters may be required. 
– The project’s choice of FEC, and the division of error 

budget between 25GBASE-SR and 25G AUI, will determine 
the pre-FEC BER target, and may also affect the exact 
signaling rate 
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