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The state diagram – problem statement

• If one side gets to 
TRAINING_FAILED, it will cause the 
other side to also land there

• With both sides transmitting TFs
• Existing this state is tricky…

• Resetting only side A while side B is in 
TRAINING_FAILED would result in side 
A landing back in TRAINING_FAILED 
after max_wait_timer.

• You need to reset both sides within 
a short period 

• May not be feasible in a distributed 
environment…
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Comment #101

• Elements:
• Change state diagram flow to 

auto-recover from 
TRAINING_FAILED

• Add timer

• Fully eliminates deadlock
• But removes information about 

the failed state

• Does not require management 
intervention
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Comment #118

• Mostly eliminates deadlock
• But behavior is not obvious from 

state diagram
• Deadlock may still occur if reset is 

too quick

• Requires management 
intervention

• Will probably happen anyway
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Comment #19

• Mostly eliminates deadlock
• Deadlock may still occur if reset is too 

quick
• Behavior fully specified in state 

diagrams
• Requires management intervention

• Will probably happen
• Losing the frame alignment 

prevents the receiver from viewing 
the partner’s state

• This info could be useful for 
debugging
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New proposal
• Based on suggested remedy to comment #19

• Desire is to prevent losing the frame alignment in 
TRAINING_FAILED

• Instead of resetting the frame lock state diagram (Figure 136-
8), we can just stop reporting to the partner that we are 
locked, by changing the definition of tf_lock to include the 
“training” state

• This change will keep the frame alignment, but the partner will 
see “remote_tf_lock=false” until TRAINING_FAILED is exited (by 
reset)

• After one partner is reset, it may re-lock, but it will stop in 
SEND_TF while partner is still in TRAINING_FRAME

• The two partners need to “meet” by both being in SEND_TF, 
and reporting lock state to each other. Then they start their 
timers together

• To prevent deadlock if reset is asserted too quickly, add a 
timer to hold off asserting training_failure

• Timer should be longer than the variation of max_wait_timer, 
which is ±30 ms

• Proposal: update the PMD control state diagram based on the 
diagram on the right. Change clause text as shown in the next 
slide.
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training <= False
Start holdoff_timer

holdoff_timer_done

TIMEOUT

training_failure <= True
TRAINING_FAILED



Suggested remedy – text changes

• In 136.8.12.7.1, change the definition of tf_lock
• FROM “Boolean variable that is true when the training frame marker 

positions have been identified and is false otherwise”
• TO “Boolean variable that is true if the value of training is true and training 

frame marker positions have been identified, and is false otherwise”

• In 136.8.12.7.3, add new timer
• holdoff_timer: This timer is started when the PMD control state diagram 

enters the TIMEOUT state. The terminal count of this holdoff_timer is 40 ms ±
2%.
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