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TopicsTopics

Structuring the congestion management Structuring the congestion management 
problemproblem
The constraints and opportunities for The constraints and opportunities for 
congestion management in the 802.3 congestion management in the 802.3 
architecturearchitecture
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Observations on CMObservations on CM

The best solution for low latency and high The best solution for low latency and high 
priority is bandwidth (throughput)priority is bandwidth (throughput)
“Congestion management” is ultimately “Congestion management” is ultimately 
allocation of throughputallocation of throughput
Bandwidth can be given to one traffic Bandwidth can be given to one traffic 
classification at the expense of other traffic classification at the expense of other traffic 
classificationsclassifications
Low latency can be provided to some traffic at Low latency can be provided to some traffic at 
the expense of greater latency for other traffic the expense of greater latency for other traffic 
through preferential access to bandwidththrough preferential access to bandwidth
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Stating the obviousStating the obvious
There is only as much bandwidth as there is There is only as much bandwidth as there is 
bandwidthbandwidth
–– Congestion management won’t create bandwidthCongestion management won’t create bandwidth
–– Congestion management will waste some bandwidthCongestion management will waste some bandwidth

Bandwidth demand will exceed availabilityBandwidth demand will exceed availability
–– Long term excess demand can only be satisfied with Long term excess demand can only be satisfied with 

more bandwidthmore bandwidth
–– Short term excess demand can be bufferedShort term excess demand can be buffered
–– We will probably never all agree on a time value for We will probably never all agree on a time value for 

short termshort term
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DefinitionsDefinitions
Congestion is of two general types:Congestion is of two general types:
––TransitoryTransitory

Traffic which can be smoothed over time, without Traffic which can be smoothed over time, without 
frame drop, because average bandwidth demand frame drop, because average bandwidth demand 
is less than capacity and peak demand can be is less than capacity and peak demand can be 
bufferedbuffered

––OversubscriptionOversubscription
Traffic which cannot be smoothed over time and Traffic which cannot be smoothed over time and 
results is either not being admitted to the network results is either not being admitted to the network 
(e.g., admission control) or either results in frame (e.g., admission control) or either results in frame 
drop (e.g., buffer overflow, RED), or backdrop (e.g., buffer overflow, RED), or back--up into up into 
source bufferssource buffers
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Transitory congestionTransitory congestion
Does not result in frame lossDoes not result in frame loss
It does add latency, and consequently latency It does add latency, and consequently latency 
jitterjitter
Multiple causes (e.g., simultaneous requests, Multiple causes (e.g., simultaneous requests, 
clock rate disparity, addition of flows)clock rate disparity, addition of flows)
Improved latency can be given to “high” priority Improved latency can be given to “high” priority 
through differentiated servicethrough differentiated service
High priority latency improvement will generally High priority latency improvement will generally 
provide greater benefit than efforts to improve provide greater benefit than efforts to improve 
the minimum latency of the networkthe minimum latency of the network
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OversubscriptionOversubscription
Where (in the path) frames are dropped can Where (in the path) frames are dropped can 
effect overall system performanceeffect overall system performance
Rate limiting is used to decrease frame dropsRate limiting is used to decrease frame drops
End systems can benefit from network rate End systems can benefit from network rate 
limitinglimiting
Pushing congestion to the source provides Pushing congestion to the source provides 
more options for rate limitingmore options for rate limiting
If not pushed to the source, will result in If not pushed to the source, will result in 
unintended consequencesunintended consequences
Network rate limiting protocols that only push Network rate limiting protocols that only push 
congestion toward the source may or may not congestion toward the source may or may not 
provide acceptable cost/benefit provide acceptable cost/benefit 
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Two solution spacesTwo solution spaces
Differentiated service (priorities) Differentiated service (priorities) 
–– Provides preferential latency performance to high Provides preferential latency performance to high 

prioritypriority
–– Naturally pushes rate limiting onto lower prioritiesNaturally pushes rate limiting onto lower priorities

Rate limiting has potential to reduce frame Rate limiting has potential to reduce frame 
drops within the networkdrops within the network
–– How rate is limited will affect jitter characteristicsHow rate is limited will affect jitter characteristics
–– How rate is limited can limit or add to latency jitterHow rate is limited can limit or add to latency jitter
–– All practical rate limit proposals will have undesirable All practical rate limit proposals will have undesirable 

side effectsside effects
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Service InterfacesService Interfaces
MAC client

MAC

PHY

MAC Control Sublayer
(opt ional)

Medium Access Control

TransmitFrame
(DA, SA, length/type, data)

ReceiveFrame
(DA, SA, length/type, data)

MA_CONTROL.indication
(optional)

MA_CONTROL.request
(optional)

MA_DATA.indication

MA_DATA.request

collisionDetect
transmitting

TransmitBit

ReceiveBit
carrierSense

receiveDataValid

variables functions &
procedures

Wait
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MAC Service InterfaceMAC Service Interface
Four primitivesFour primitives

–– MA_DATA.requestMA_DATA.request
–– MA_DATA.indicationMA_DATA.indication
–– MA_CONTROL.requestMA_CONTROL.request
–– MA_CONTROL.indicationMA_CONTROL.indication

Not mapped well to MAC definitionNot mapped well to MAC definition
–– Not specifically bound to actual frame transmission/receptionNot specifically bound to actual frame transmission/reception
–– No acknowledgementNo acknowledgement

MAC Control sublayer arbitrates between requestsMAC Control sublayer arbitrates between requests
–– Assumes MA_DATA.request is HOL in a queueAssumes MA_DATA.request is HOL in a queue
–– Assumes MA_CONTROL is HOL in a queueAssumes MA_CONTROL is HOL in a queue
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Where is full duplex rate limited?Where is full duplex rate limited?

MAC data rateMAC data rate
Rate and size of MAC client requestsRate and size of MAC client requests
–– MPMC for 802.3ahMPMC for 802.3ah

MAC ControlMAC Control
–– PausePause
–– PrePre--emption by MAC Control framesemption by MAC Control frames

PHYPHY
–– 10GBASE10GBASE--WW
–– 10PASS10PASS--TS, 10BASETS, 10BASE--TLTL
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Study Group questionsStudy Group questions
Is differentiated service (priorities) too obvious Is differentiated service (priorities) too obvious 
to specify?to specify?
–– Already specified by other groupsAlready specified by other groups
–– Not specified for 802.3 “endNot specified for 802.3 “end--points”points”

Will MAC Control or MAC rate control improve Will MAC Control or MAC rate control improve 
system performance?system performance?
–– Is there a general layer 2 solution?Is there a general layer 2 solution?
–– Is there something that layer 2 can do to aid a general Is there something that layer 2 can do to aid a general 

solution?solution?
–– Is there sufficient market potential for a limited Is there sufficient market potential for a limited 

topology solution?topology solution?
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SummarySummary

A clear separation of congestion will aid A clear separation of congestion will aid 
evaluation of proposalsevaluation of proposals
The 802.3 architecture already includes The 802.3 architecture already includes 
arbitration between transmit requestsarbitration between transmit requests
The 802.3 architecture has multiple locations The 802.3 architecture has multiple locations 
where rate is limitedwhere rate is limited
We still have a significant study task to evaluate We still have a significant study task to evaluate 
the cost/benefit of congestion management the cost/benefit of congestion management 
alternativesalternatives


