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Issue
• Simulations are indicating that simple topological rules for mixing 

segments (e.g., node spacing) are proving elusive with expected 
node count and capacitance

• Simulations and analysis indicate that the reflections along the 
mixing segment trunk are the primary cause
– These may be at a “T” or at the “IN/OUT” interfaces, and not the MDI, 

creating a specification interface point Ethernet hasn’t seen for a while

IEEE P802.3da SPMD Task Force - Ad Hoc 212/7/2022



Reflection Specs at a node attachment
• Specify the MDI return loss for a connected PHY in ‘in and out’ mode
• Connection divides mixing segment into left & right

– Two cases – connector integral to device, connector external to DTE
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We’ve been here before (10BASE-2, Clause 10)
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Well-controlled coax cable, well-matched 
segments, still has minimum spacing, node 
capacitance, and node limits lower inconsistent 
with 802.3da’s objectives and use-cases.
(30 nodes, 0.5m spacing, 4% cable matching)

Source: IEEE Std 802.3-2022

…



Why? – clumps are important
• 10BASE-2 connected computing nodes

– Physically large, separated by human distances
• 10BASE-T1M is expected to connect sensors, actuators, 

and controllers
– Can be physically small (e.g., keypads)
– Often located in clumps with extended distance between them

• 10BASE-T1M powering (and spacing) can complicate 
compensation effects
– Node capacitance may also vary significantly
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10BASE-2 may provide a specification solution
• Shunt capacitance and 

spacing may be a 
problem for some 
configurations, BUT:

• 10BASE-2 specifies the 
magnitude of the 
reflection presented, 
which could be used by 
802.3da to allow flexibility 
in capacitance

• 12/7/2022
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Source: IEEE Std 802.3-2022

This could allow use of compensated tee connections, in-and-out connections, or avoid them, 
depending on needs.  It may also allow flexibility on powering



Recommendations
• Define interface point of T (or in/out) to mixing segment backbone

– We can do this now – Request for contributions (this is just spec writing)
– Will determine what needs to be specified at the interface, can help cabling bodies with 

connectors and other specifications
• Determine reflection magnitude limit at such an interface

– Investigate the right balance point for maximum node capacitance, reflect that in MDI, 
under nominal conditions

– Consensus model provides the tool for this
• Propose informative text explaining key example cases examined, including 

use of inductive compensation, tees vs. in/out connections, as well as options 
for clumping
– We can do this now - Request for contributions (suggest what you think is useful)
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DISCUSSION?

Thank you!
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