Multiple Spanning Trees in 802.1Q Rev. 2.0

Multiple Spanning Trees in 802.1Q

Norman Finn, Cisco Systems

1.0 Introduction

A number of means for adapting the spanning tree algorithm of 802.1D to the virtual LANs of
802.1Q hae been discussed. At least three meaws haen proposed for employing one or more
spanning trees in a single installation:

1. One spanning tree encompassing all physical links;
2. Any number of parallel spanning trees, up to the point of one spanning tree per VLAN; and

3. One super spanning tree for the “backbone” that connects all switches, with one or more
sub-spanning trees for individual VLANS.

With a suitable choice of rules for the interaction between 802.1Q tags and 802.1D Bridge Proto-
col Data Units (BPDUSs), the first tnof these choices can be slmoto be equialent. No nes pro-
tocols need be invented.

There are man ways of implementing multiple spanning trees in the ocdnté 802.1Q.
Section 2.0 gies the definition of “multiple spanning trees” used in this proposal. S&cldists

the specific adantages that may be obtained if multiple spanning trees aveedll&ectiors.0
proposes a specific set of rules for the interaction between 802.1D and 802.1Q.5@ctem-
onstrates how these rules alla continuum of implementations and installations that range from
one spanning tree per netik to one spanning tree per VLAN. Sect@0 discusses the costs of
standardizing and implementing the rules of SectiOn and the wark items for rg 2 of 802.1Q
that these rules suggest.

2.0 Definition of Multiple Parallel Spanning Trees

The central idea dring this contrilation is that the ability to operate multiple spanning trees in
parallel offers advantages which outweigh a very small cost to the complexity of the standard.

An example of multiple parallel spanning trees iswhan Figurel. In this diagram, three
switches A, B, and C are connected via fowygital links 1, 2, and 3.Wo VLANS, “red” and
“blue”, are configured. The red VLAN is blos#t at switch B port to plsical link 1, and the
blue VLAN is blocled at switch & port to plgsical link 3. for trafic on the red VLAN to get
from switch A to switch B, it must first tvarse switch C. Blue tra€, however, can move directly
from A to B. Similarly red trafic can flav directly between A and C, while blue fiafmust
traverse switch B.

If one spanning tree were used on thggntal links between switches, 802.1@wid block all
traffic at one pigsical port to one switch.raffic between aytwo switches wuld tale the same
path, regrdless of which VLAN it is using. This is the essentidiedénce between one and more
than one spanning tree; whether the port l#ddiy 802.1D is a pisical port to a pysical link,

or a logical port to a VLAN.
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FIGURE 1. Example of Multiple Spanning Trees

3.0 Advantages of Multiple Spanning Trees

Before discussing how to makmultiple spanning treesork, let us look at the reasons ey
might be useful. The folleing examples are not intended to peothat multiple spanning trees
mustbe used; a single spanning tree is certainly the right choice fgrimplementations and/or
particular installations of 802.1Q. Thelo, havever provide very good reasons whmultiple
spanning trees should bapportedoy 802.1Q.

3.1 Simple Load Sharing

Figure? illustrates a simple case where multiple spanning tregglpreelief from a common dif-
ficulty. Two switches A and B are connected via tphysical links 1 and 2.Wo VLANS, “red”
and “blue”, are configured to be carried on both physical links.

If one single spanning tree is used, then one of tisiqdd links must be unused for dataficafit

carries only 802.1D BPDUs. It serves as a hot standby for the other physical link. If two spanning
trees are used, the spanning trees for the red and blue VLANs can be configured so that one
VLAN uses one pysical link, and the other VLAN uses the secongspdal link. If either physi-

cal link fails, spanning tree will cause the other link will carry both VLANS.

There certainly x@st other means of solving this problenorfexample, an imerse multiplging
protocol could be used to meld links 1 and 2 into a single logical link, and share fibddaalf
between the tw physical links. Presumablya load sharing algorithm based on some principle
other than VLANs could be more equitable than the multiple spanning tree approaaveHo
there is no standard algorithm for this purpose, and none has been proposed for 8G20hQ v
Should an iwerse multiplging protocol be adopted, itomld sere the multiple spanning tree
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FIGURE 2. Simple Load Sharing

model as well as gmother In the meantime, multiple spanning trees cawigeone solution to
this problem.

3.2 Multi-path Load Sharing

Figure3 illustrates a type of load-sharing problem that aerse multipl&ing protocol cannot
solve. With three switches and links and three VLANSs, eacysgal link can carry te of the
three VLANs. While this a simplisticxample, one can imagine the utility of this mechanism in
more complex netarks, especially in cases where maMLANS have a presence only in certain
parts of the network.

3.3 Path Optimization

In Figure4, we see te switches connected to each othea link 1, and to other switches in a
VLAN cloud. Connected to both switches is a single LANnsent, link 2, to which is attached
file server FLet us suppose that the VLAN to which this file seng connected is used primarily
to connect that file seev to numerous clients behind both of the switches. With one spanning
tree, the loop {switch A, link 1, switch B, link 2} must be beokby cutting one of the switches’
ports to link 2, let us sayd’s. Trafic from the file serer to clients behind switch B must firstvilo
through switch A and link 1 before reaching switch B. (The altematutting the backbone
between A and B, would usually be even worse.)

If link 2 is a 10 Mb Ethernet and link 1 a 1 Gb Ethernet, this is not a serious problem. If both are
100 Mbit Ethernets in computer room, the problem becomes more important.
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FIGURE 4. Path Optimization
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3.4 Extending VLANSs to Non-Trunk-Capable Switches

There are at least three reasony wh «isting switch might be able to participate in VLANs
with a software upgrade, but not be able to support an 802.1Q trunk:

1. The switch might require a hardve modification to its ports to support 802.1Q frame for-
mats.

2. The switch might be incapable of supporting multiple VLANs on one physical port at all.

3. The switch might be incapable of supporting “baby giant” ptknade longer than the
physical link maximum by the length of the 802.1Q tag, in an installation where it is imprac-
tical to restrict the packet sizes sent by endstations.

802.1Q : :

"
VLAN A B >
cloud . . ¢ n“
L} 4 S
HPEEEE

FIGURE 5. Extending VLANSs to Non-Trunk-Capable Switches

In Figure5, we see anxample of a switch B connected byawimple 100 Mb Ethernet links to

an 802.1Q-capable switch A that is part of a VLAN cloud. Switch B can, with asseftypgrade,
support a number of VLANSs equal to the number gfgidal connections it has to switch Ajtht

cannot support an 802.1Q-tagged link to A. In this case, if a single spanning tree is used, then one
of the two VLANS “red” or “blue” must be disconnected to break the loop {switch A, blue link,
switch B, red link}. If the red and blue VLANSs are on separate spanning trees, then both can oper-
ate and be part of the VLAN configuration.

3.5 Accidental Interruption of Backbone Connectivity

In Figure 6, we see w802.1Q switches A and B both connected to a VLAN cloud. Suppaose tw
untagged ports, one from each switch, are connected by an 802.1D bridge X that is ignorant of
802.1Q. One wuld hope that the loop in the blue VLANould be brokn where it presumably
should be broén, at one of the switches’ ports to that blue VLAN, or perhaps at one of brisige X’
ports. Havever depending on theavious 802.1D adjustable parameters programmed into the
switches and bridge X, the loop might be broken on the VLAN cloud side of the bridges.

In the two examples in Figur®&, we see the result of an unfortunate blockage. If the blue VLAN
shares a spanning tree with all other VLANS, the backbone is broken, and all VLANSs partitioned.
If the blue VLAN is on a separate spanning tree, then thrstwhat can happen is that all blue
traffic is funneled through bridge X. The path through the blue VLAN may be sub-optumal, b
connectivity is maintained.
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FIGURE 6. Accidental Interruption of Backbone Connectivity

3.6 Security versus Connectivity

For ary number of reasons, it may be necessary to dvgadlgarticular VLAN from flaving
through a certain switch or across a certain physical link. Reasons might include:

1. Security: One might not want to pass the Human Resources net through Engineering.

2. \Volatility: One might not \ant to pass production nedvks through a deelopment labora-
tory, though connectivity to the laboratory is necessary.

As a trvial example, Figure shavs two switches, A and B, connected byotptysical links 1
and 2. The red VLAN is restricted toysical link 1, and the blue to péical link 2. If one span-
ning tree is emplged, then one of the WWLANs must be disconnected. If thedWLANS are in
different spanning trees, both may remain connected.

3.7 Isolation from Spanning Tree Reconfiguration

Whenever thea@n or loss of a link, port, or bridge causes a change in the configuration of a span-
ning tree, some disruption of service is possible. In the case of the loss of a component, some
interruption is extremely likelyif all switches and all VLANS are running one spanning treg, an
change to any part of the spanning tree affects all VLANS.
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FIGURE 7. Security versus Connectivity

Multiple spanning trees improve this situation in two ways:

1. One may isolate certain VLANs and their spanning tree(s) to one part of therketw
Changes in that spanning tree have no effect whatever on other parts of the network.

2. Having multiple spanning treesen in common areas of the netk male it less lilely that
ary given plysical backbone link carries the VLANs ofyagiven spanning tree, and thus
less likely that a &ilure will affect ary given VLAN. This is a corollary of Sectidh6,
"Security versus Connectivity”.

The utility of this separation is particularly useful if one considers the reasons for security listed in
Section 3.6. Isolation of the production VLANSs from the laboratory VLANS is clearly desirable.

4.0 Rules for interaction between 802.1D and 802.1Q

The specific rules required to coordinate 802.1D and 802.1Q in ordervo(blibnot require)
multiple spanning trees are:

1. A Spanning Tee Group (STG) comprises one or more VLANs which share the same
instance of the Spanning Tree Protocol (STP) of 802.1D.

2. A separate instance of the 802.1D STP runs in each switch for each STG enabled in that
switch.

3. If a given plysical switch port P is enabled for carrying fiafor ary VLAN belonging to
STG S, (and if STP is enabled for STG S on port P,) then a BPDU transmitted for STG S on
port P may be transmittectactly once on some one of the SEG/LANs enabled for port
P. (The rolustness of the model can be imgd by constraining all BPDUs for ST&to be
sent on one particular VLAN belonging to STG S on port P.)
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4. If a given plysical switch port P is enabled for carrying ficafor ary VLAN belonging to
STGS, (and if STP is enabled for ST&0n port B then the switch must be able to reeei
BPDUs for STG S on any of the STG S VLANSs enabled for port P.

5. A given plysical switch port P has one 802.1D blocking state (lgldclearning, etc.) per
STG (STP instance) enabled on that port. That state applies to all of the VLANSs in the STG,
but affects no VLANSs in any other STG.

It is helpful to list some of the corollaries of these rules that can be easily derived:

6. A typical endstation port might carry exactly one VLAN, with no 802.1Q tagging. If STP is
run on this port, it carries one BPDU per hello time from the STP instance associated with
its STG.

7. If all of the VLANSs on a “trunk port” carrying multiple VLANs are in the same STG, then
that trunk carries only one BPDU per hello time.

8. If the VLANSs on a “trunk port” belong to more than one STG, then there will be one BPDU
passing through that port per STG per hello time.

9. A switch’s total BPDU load is thus not the number of STGs times the numbeysitah
ports. It is, typicallythe same as the single spanning tree case, increased by the number of
extra STGs times the number of “trunk ports”.

5.0 Continuum Between ST per Network and ST per VLAN

Given the rules of Sectioch0, one may configure a netik with one spanning tree or maspan-

ning trees. If a netark with 100 VLANS is configured with one STG for all 100 VLANS, it is
employing the single spanning tree model. If it is configured with 100 STGs, one for each VLAN,
then it is at the opposite pole. In-between configuration, with 10 VLANS in each of 10 STGs, or
one STG with 90 VLANs and 5 STGs with 2 VLANs each, are equally possibietrade-of
between flexibility and management load is possible.

We attempt to illustrate the compatibility of the rules in Seati@with some common current
assumptions about how BPDUs should be carried between 802.1Q switches:

5.1 Physical BPDUs and Logical VLANs

One common vie of the relationship between 802.1D and 802.1Q is that BPDUs and the STP
apply to the pwsical link. STP establishes a loop-free topology ofsptal links wer which
802.1Q-tagged VLAN frames are carried.

To map this viev to definitions and rules in Sectidrt0, we simply establish on&tea VLAN, an
“STP VLAN”. There are no ports assigneckisively to the STP VLAN. No data frames are car-
ried on the STP VLAN. The STP VLAN is wer tagged on anport. All other VLANs are
grouped with the STP VLAN into one STG, the only STG configured.

On a “trunk port”, the “normal” VLANS are tagged with 802.1Q tags (or not, if implicit tagging is
used). The BPDUSs, and only BPDUSs, are sent on the STP VLAN. (This is the reason for the last
restriction in point 3. of Sectioch0.) Since this VLAN is not tagged, the BPDUwvé&ise the port

in native mode. If STP blocks the port, all VLAN traffic except the BPDUs stops moving through
the port.
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On an “endstation port” carrying only one untagged VLANf STP is enabled, the BPDUs are
sent on VLANV. Since VLAN V is untagged on this port, there is ndetidnce between trans-
mitting the BPDU on VLAN V or the STP VLAN.

5.2 Spanning Tree per VLAN

At the opposite d@reme, if each VLAN is the only member of itao STG, every VLAN carries

its own BPDUSs. On anport (such as a “trunk port”) on which the VLAN is tagged, the BPDU is
tagged. On anport where the VLAN has no tag, the BPDU is untagged.dfitaplicitly-tagged
VLANSs (with no 802.1Q tag or eqealent proprietary or semi-standard tag) share the same wire,
and both are diérent STGs, then both BPDUs are transmitted andveten that port. (See
Section 6.2, "Consequences of Misconfiguration”.)

5.3 Intermediate Configurations

Each of the subheadings in Sect®f may be vieed as an agntage of using multiple spanning
trees, or as a problem with using a single spanning tree. Between VLANS in separate STGs, all of
the advantages are realized. Within the VLANs composing a single STG, all of the corresponding
problems are realized. W configurations intermediate between the poles, a system administrator
can balance needs against cost.

Note that this model ales interoperability between switches that assume the one spanning tree
model and switches that support multiple spanning trees. VLANs whiagrgeaswitches sup-
porting only one spanning tree must hatled into the same STG. (This is not to suggest that
such mixtures are a good idea; but to illustrate the flexibility of the model.)

6.0 Costs, Problems, and Rev 2 Work Items

The direct costs of this proposal are minimal. The multiple spanning tree model does generate
some long-term desires for additional requirements grf@athcoming VLAN coordination pro-

tocol. Although the model does not generatg raav problems, it does aggrate certain knan
problems of spanning trees.

6.1 Tagged BPDUs
Clearly, the tagging a BPDU with an 802.1Q tag must be allowed for this proposal to work.

6.2 Consequences of Misconfiguration

One may ask what happens ifawwitches hee a diferent idea about which VLANS belong to
which STG, or een hav mary STGs «ist. Clearly the perceaied benefits of the multiple span-
ning tree model cannot be realized in theef of such misconfigurationsorfunately the rolust
nature of the 802.1D STP mitigates the severity of the problems generated by misconfiguration.

Differences in the configured relationships between VLANs and STGs result in the same kinds of
errors as occur when twspanning trees are lie|# with a wire; the tev spanning trees are
meiged. Similarly when VLAN/STG relationships ddr among switches, one spanning tree is
formed oer the union of all VLANS linkd together into the same STG by awitch. In firness,
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this concatenation is not without risk: the resultant combined spanning tree xoead ¢he max-
imum STP diameter.

6.3 Non-VLAN-Aware Switches

If non-VLAN-aware switches are maxi with VLAN-awvare switches on untagged links, multiple
parallel spanning trees introduce navngroblems. If a non-VLAN-&are switch is placed on a
trunk carrying tagged BPDUSs, there will be a problem. The BPDUs will be stopped, because their
destination MAC addresses will be recognized by the non-VLAMee switch. The will not,
however, be interpreted properly. The data packets, however, will be passed by the switch.

This problem can bevaided by using the technique of Sectof, "Ptysical BPDUs and Logical
VLANS” in sections of the netark in which non-VLAN-avare switches are used. If tagged
BPDUs are accidentally directed (by mis-configuration or mis-wiring) to a non-V0LidNe
switch, then the VLAN-aware switches will be madevare of the problem when theeceive the
untagged BPDUSs.

6.4 Ensuring Consistent VLAN/STG Relationships

There are better ays to ensure that each switch has the same idea about which VLANSs belong
together in which spanning tree group than to trust that each switch is configured theagame w
Two of them are:

1. Arbitrary association. Allow an arbitrary association of VLAN with STG. That is, the def-
inition of an STG is a list of VLANDs that may contain gthing from one to all of the
VLANS, in any combination.

To ensure consisteycthis approach requires that the VLAN/STG associations be distrib-
uted among the switches. The “distiilon protocol(s)” assumed by 802.1Q/D2 should be
sufficient to distribute this information.

2. Subdivide the VLAN-ID field. We can break the VLAND into two pieces, one of which
identifies the STG, and one the VLAN within the ST®Gr Example, a 12-bit VLANID
field could be split into a 4-bit ST and an 8-bit SUBMLAN-ID within the STG. (Pre-
sumably, two VLANs with the same sub-VLAN-ID in two different STGs would be consid-
ered as two different VLANS.)

Some ports, especially “trunk ports”, may carry more than one STG, and said STGs may be in dif-
ferent states on that port. Both of these approaches therefore require that a switble haility

to use the VLAN/STG association information to condition the treatment of an incomingt pack
by its VLAN-ID, and not merely by the bridge port on which it was received.

The subdrided VLAN-ID field may well be easier to implement in haeses than the arbitrary
association. It reduces the size of the VLANto-STP-state translation table to the number of
STGs accommodated by thevidion (16 in the abee example) instead of the number of VLAN
supported (likely either 4k or 32k).

The method of subdividing the VLAN-ID is relatively inflexible. (If the dividing line between the

two parts of the VLANID can \ary, then some means of ensuring that all switches agree on the
division is required, and much of the attraction of a sub-divided VLAN-ID is lost.) It may be pos-
sible to find a diision of the VLANA{D that satisfies enough requirements to set it in the standard.

10/11 September 26, 1996 IEEE 802.1



Multiple Spanning Trees in 802.1Q Rev. 2.0

Clearly, this use of VLANIDs cannot be discussed in isolation from the question of the scope of
VLAN-IDs. Whether VLANIDs are global to a netwk, local to an administra® domain
within a netvork, local to a LAN sgment, or local to a set of ports on a LANjs®nt, must be
related to other definitions of VLAN-ID formats.

7.0 Summary

It is not the primary purpose of this proposal to claim that the multiple spanning tree model is
invariably “better” than the single spanning tree model. The management load incurred by a con-
figuration with 4000 VLANS running on 4000 separate spanning treexdomde, would be dif-

ficult to justify. The essence of this proposal is that:

1. by defining the appropriate relationship between 802.1D and 802.§@oafiguration on
the continuum from one spanning tree per network to one spanning tree per VLAN is possi-
ble, and

2. that this flibility incurs no significant cost to those who choose tailor their implementa-
tions to one or the other pole of the continuum.
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