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Speedy Tree Protocol

Mick Seaman

The IEEE Std. 802.1D Spanning Tree Protocol updates the
protocol information held by each bridge by propagating better or
newer information received from the root, and by ageing out old
information. Thus “good news” – the availability of a better root or
link to the root – travels quickly, while “bad news” – failure of a
link or bridge travels slowly. The timing out of information is
necessarily based on a worst case estimate, and factors directly
into reconfiguration times.
This note proposes changes to the details of configuration
message reception and propagation. These changes keep the
familiar standard message formats, management parameters,
and basic algorithm, but significantly improve reconfiguration
performance. They are additional to and compatible with the
recent “High Availability Spanning Tree” proposal.
Information previously received is expired immediately on link
failure. In addition a configuration message from a designated
bridge is always accepted even if it contains inferior information.
Spanning tree recomputation occurs on both these events and
may cause changes in root and designated ports. Changed
information on designated ports is propagated to other bridges.

Introduction
The IEEE Std. 802.1 D Spanning Tree Protocol
automatically establishes fully connected
(“spanning”) and loop-free (“tree”) bridged
network topology. It uses a distributed algorithm
that selects a “root” bridge and the shortest path
to that root from each LAN. Tie breakers are
used to ensure that there is a unique shortest
path to the root, while uniqueness of the root is
guaranteed by using one of its MAC addresses
as part of a priority identifier.
Configuration messages are originated
periodically by the root and this information is
distributed to all other bridges as follows. Better
information received by a bridge port replaces
that previously recorded, and is propagated
further if it is the best that that bridge has
recorded for any port1. All information has a
maximum age so current information will be
forgotten eventually, if the root or a bridge or link
on the shortest path to it fails. Periodic message
transmission by the root and potential roots
together with information ageing ensures that the
spanning tree maintains full loop-free
connectivity even as bridges and links fail, or are
added and removed from the network.
The maximum age of spanning tree information
may be managed precisely to accommodate
worst case message propagation delays, lost
messages, the maximum number of bridges
between the root and any LAN in the network,
and their estimated adjustments to the message
age. However, in most cases generous worst
case “out of the box” defaults are used. Either

                                                     
��³%HWWHU´�PHDQV�LQIRUPDWLRQ�IURP�D�KLJKHU�SULRULW\�URRW��RU�IURP�WKH
FXUUHQW�URRW�DORQJ�D�VKRUWHU��ORZHU�FRVW��SDWK��RU�VLPSO\�PRUH
UHFHQW�LQIRUPDWLRQ�IURP�WKH�FXUUHQW�URRW�DW�WKH�FXUUHQW�SDWK�FRVW�

way the operation of the protocol has the effect
that “good news” – the availability of a better root
or link to the root travels – travels quickly, while
“bad news” – failure of a link or bridge – travels
slowly.2

Unfortunately bridge or link failure is always bad
news. To initiate reconfiguration, a bridge ages
out current information, while receiving no better
message. A bridge close to the root uses the
same maximum information age as one at the
network edge, so the detection time is set by
worst case propagation times or defaults. Even if
a bridge were to use local link specific failure
detection, other bridges will discard this bad
news until they have aged out the original better
information.
This note proposes modifications to the
spanning tree algorithm to allow bad news to
propagate quickly. Specifically, a bridge will
process inferior information sent by the
designated bridge for each LAN. In an additional
change, bridges use a per port hello timer to
stimulate information propagation, setting it to
suit local link characteristics. This enables early
link failure detection.
If all3 bridges implement these changes the
Maximum Age parameter no longer contributes
to reconfiguration delays4. Further, Forward
                                                     
��,Q�IDFW�EDG�QHZV�FDQQRW�WUDYHO�IDVWHU�WKDQ�WKH�YHU\�ZRUVW�FDVH�IRU
JRRG�QHZV�E\�GHVLJQ��6LQFH�WKH�EHVW�FDVH�SURSDJDWLRQ�WLPHV
XQGHU�OLJKW�RU�W\SLFDO�ORDGV�DUH�YHU\�GLIIHUHQW�IURP�WKH�ZRUVW�XQGHU
H[WUHPH�ORDGV��WKH�H[SHFWHG�GLIIHUHQFH�LV�VLJQLILFDQW�
��,I�RQO\�VRPH�RI�WKH�EULGJHV�LQ�WKH�QHWZRUN�LPSOHPHQW�WKH
FKDQJHV��WKHLU�HIIHFW�LV�DW�ZRUVW�KDUPOHVV�
��$Q�RYHUVLPSOLILFDWLRQ��/DUJH�YDOXHV�RI�0D[LPXP�$JH�FDQ�GHOD\
WKH�SURFHVV�RI�SXUJLQJ�ROG�LQIRUPDWLRQ�IURP�WKH�QHWZRUN��VHH�WKH
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Delay can be substantially reduced, since the
delay in transitioning a bridge port from
forwarding to blocking is set by the worst case
information propagation time.
No changes are proposed to the format of the
BPDUs5 specified in 802.1D, and the algorithm is
still very much the familiar spanning tree.
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Accepting Inferior Information
The basic improvement is that a BPDU sent on a
LAN by the current Designated Bridge6 is
accepted and processed, even if it is inferior to
information previously received.
In addition to modifying message acceptance in
this way, a number of further detailed changes
are required, since a wider variety of outcomes
are possible when a message is accepted. The
reception port could have been the Root Port for
the bridge, but may be so no longer. Indeed the
receiving bridge may find itself Designated on
the reception port7. The existing code in 802.1D
attempts a middle course between identifying the
limited set of outcomes possible for each
protocol event, and completely recomputing on
every event. While distinct cases can be
identified, all the actions previously possible on
message ageing can now be required on
reception.
Coincidentally these changes clear up a long
standing defect in 802.1D, i.e. the current lack of
specification of the action to be taken on receipt
of a BPDU whose current age is already equal to
or greater than its maximum age.

Expiring Information
Spanning tree information received on the Root
Port, an Alternate Port, or a Backup Port8 is
expired and the spanning tree recomputed if:
(a) the link attached to that port has failed9

                                                                               
GLVFXVVLRQ�RQ�³EXUQLQJ�RXW´�LQIRUPDWLRQ��7KH�LPSRUWDQW�UHPDLQV
WKDW�0D[�$JH�LV�QR�ORQJHU�GLUHFWO\�DGGLWLYH�WR�WKH�UHFRQILJXUDWLRQ
WLPH�
��$�%3'8�LV�D�%ULGJH�3URWRFRO�'DWD�8QLW��L�H��WKH�IUDPH�WKDW�FDUULHV
WKH�VSDQQLQJ�WUHH�SURWRFRO�LQIRUPDWLRQ�
��7R�EH�PRUH�DFFXUDWH�WKLV�VKRXOG�UHDG�³WKH�LQIRUPDWLRQ�VHQW�E\
WKH�FXUUHQW�'HVLJQDWHG�3RUW´��7KH�GHVLJQDWHG�EULGJH�PD\�KDYH
WZR�SRUWV�DWWDFKHG�WR�WKH�VDPH�VKDUHG�PHGLD�
��7KLV�PD\�KDSSHQ�WR�VHYHUDO�EULGJHV�DW�RQFH�RQ�D�VKDUHG�PHGLD
/$1��7KH�UHVXOW�ZLOO�EH�WKDW�WKH\�DOO�VHQG�%3'8V�DQQRXQFLQJ
WKHPVHOYHV�DV�'HVLJQDWHG��ZKLFK�ZLOO�FDXVH�WKH�QHZ�'HVLJQDWHG
%ULGJH�WR�EH�FKRVHQ�
��$�%DFNXS�3RUW�LV�VLPSO\�DQ�DOWHUQDWH�SRUW��L�H��QHLWKHU�GHVLJQDWHG
QRU�URRW��ZKHUH�WKH�GHVLJQDWHG�SRUW�IRU�WKH�DWWDFKHG�/$1�EHORQJV
WR�WKH�VDPH�EULGJH�

(b) the age of received information exceeds its
accompanying Max Age10

(c) more than twice the Hello Time signaled with
the received information has elapsed since it
was received11, and the receiving bridge is
configured to assume that the transmitter is
operating a per link hello timer12.

Propagating Information
If information is to be propagated rapidly, neither
an individual bridge nor the network as a whole
should be left in an inconsistent quiescent state
after the reception of inferior information.
For individual bridges it is an explicit goal that
there are no management visible states13 that
appear strange to a devotee of the standard
algorithm. This is achieved by correctly
computing the new state.
For the network as a whole the goal is to
propagate information upon change to resolve
inconsistencies quickly14. In particular
retransmissions from the current root cannot be
relied upon to do that job, since it may have
failed.
A BPDU is sent at least once per link hello time
in order to provide a link “keep alive” functionality
without introducing extra protocol.
Following a configuration update for any reason
(message reception, message expiry, or
management change) a BPDU is sent on every
port for which the bridge was Designated prior to
the change if the information on the port has
been updated.
Additionally, if a BPDU is received on a port that
continues or becomes the Root Port, BPDUs are
transmitted on all ports for which the bridge is

                                                                               
��,I�3�����DG��/LQN�$JJUHJDWLRQ��LV�LQ�RSHUDWLRQ�RQO\�IDLOXUHV�DW�WKH
DJJUHJDWH�SRUW�OHYHO�DUH�UHOHYDQW��DQG�WKH�ODVW�SK\VLFDO�OLQN�KDV�WR
IDLO�EHIRUH�WKH�VSDQQLQJ�WUHH�VKRXOG�UHDFW��7KH�FXUUHQW�SURSRVDO
GRHV�VXSSRUW�FKDQJLQJ�WKH�5RRW�3RUW�&RVW�IRU�D�UHFHLYLQJ�URRW�SRUW
LQ�UHVSRQVH�WR�IDLOXUH�RI�DQ�XQGHUO\LQJ�SK\VLFDO�OLQN�DQG
UHFDOFXODWLQJ�WKH�VSDQQLQJ�WUHH�LQ�FRQVHTXHQFH��7KH�DXWKRU�GRHV
QRW�ZDQW�WR�DGYRFDWH�WKLV�DSSURDFK�ZKLFK�QHJDWHV�VRPH�RI�WKH
DYDLODELOLW\�EHQHILWV�SURYLGHG�E\�OLQN�DJJUHJDWLRQ�
���$V�SHU�WKH�H[LVWLQJ������'�VSHFLILFDWLRQ��7KH�GHWDLOHG�FKDQJHV
KRZHYHU�DOORZ�IRU�WKH�SRVVLELOLW\�WKDW�WKH�LQIRUPDWLRQ�KDV�DOUHDG\
H[SLUHG��VR�LW�LV�SRVVLEOH�IRU�D�EULGJH�WR�EHFRPH�WKH�URRW�DV�D
FRQVHTXHQFH�RI�UHFHLYLQJ�D�PHVVDJH�
���7KH�UHFHLYLQJ�LPSOHPHQWDWLRQ�LV�DOVR�UHVSRQVLEOH�IRU�DOORZLQJ
IRU�DQ\�YDULDQFH�LQ�LWV�RZQ�WLPHOLQHVV�LQ�WDNLQJ�QRWH�RI�UHFHLYHG
%3'8V�
���,�ZRXOG�OLNH�WR�EH�DEOH�WR�GHWHFW�WKLV�ZLWKRXW�LQYRNLQJ
FRQILJXUDWLRQ��7KLV�HDUO\�WLPHRXW�SURYLGHV�D�OLQN�NHHS�DOLYH
IXQFWLRQDOLW\�ZLWKRXW�WKH�QHHG�IRU�DGGLWLRQDO�PHVVDJHV�
���:LWK�WKH�SRVVLEOH�H[FHSWLRQ�RI�ZKHWKHU�WKH�KHOOR�WLPHU�LV�UXQQLQJ
RU�QRW��ZKLFK�FDQ�HDVLO\�EH�FRQFHDOHG�
���,Q�WKH�UHGXQGDQW�QHWZRUN�WRSRORJLHV�QRZ�W\SLFDO�IRU�QHZ
LQVWDOODWLRQV��WKH�+LJK�$YDLODELOLW\�6SDQQLQJ�7UHH�SURSRVDO�E\�LWVHOI
PD\�SURYLGH�HTXDOO\�VKRUW�SHULRGV�RI�VHUYLFH�LQWHUUXSWLRQ��EXW�WKH
HQWLUH�UHFRQILJXUDWLRQ�ZLOO�WDNH�ORQJHU�WR�FRPSOHWH��8VLQJ�ERWK
SURSRVDOV�SURYLGHV�WKH�EHVW�RI�ERWK�ZRUOGV�
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Designated after updating the configuration.
Further, a bridge transmits BPDUs on all ports
after first becoming or believing itself to be the
root.
These rules ensure rapid propagation of
configuration information without adding
excessively to the total number of BPDUs
transmitted1516. They differ from the 802.1D rules
in two respects:
(a) a bridge may send BPDUs in additional

circumstances without receiving a message
from the root

(b) a bridge does not reply immediately to
inferior information.

The reply() procedure has been removed
because it leads to excessively “chatty” behavior
when the port on which the reply was to be sent
was previously the root port but is no longer17.
With the introduction of per link hello timers, the
process of contradicting bad information arising
from message loss no longer relies on the next
configuration message propagating all the way
from the root. The timeliness of information
distribution, which was the goal of the reply
procedure, is thus already assured.

Burning out  Information
Accepting and propagating new information from
designated bridges allows spanning tree
changes to be propagated soon after they are
detected.
If there are no loops in the physical topology the
old information will obviously be driven out to,
and out of, the edge switches18.
Where loops in the physical topology occur,
there would appear to be a risk of old
information19 circulating around these loops,
increasing path cost and message age as it
circulates. Fortunately 802.1D mandates that the
age of information in BPDUs never be
underestimated so that information that returns
                                                     
���7KH\�IDOO�VKRUW�RI�HQVXULQJ�FRPSOHWH�SURSDJDWLRQ�RI�LQIRUPDWLRQ
ZLWKRXW�DQ\�IXUWKHU�WLPHU�H[SLU\�LQ�WKH�QHWZRUN��&RQWLQXLQJ�WKH�XVH
RI�WKH�UHSO\�SURFHGXUH�ZRXOG�KDYH�DFKLHYHG�WKDW��EXW�DW�WKH
H[SHQVH�RI�WUDQVPLWWLQJ�D�FRQVLGHUDEOH�QXPEHU�RI�%3'8V�LQ�ULFKO\
FRQQHFWHG�WRSRORJLHV�±�DOO�DVVXPHG�UHFHLYHG�ZLWKRXW�ORVV��7KH
GHVLJQ�KDV�WR�VWULNH�D�EDODQFH�EHWZHHQ�UHVSRQVLYHQHVV��SHDN
SURFHVVLQJ�DQG�EXIIHULQJ�GHPDQGV��DQG�DYHUDJH�GHPDQGV��7KH
TXHVWLRQ�LV�³ZKDW�WLPHOLQHVV�FDQ�EH�DFKLHYHG�DW�D�JLYHQ�OHYHO�RI
UHVRXUFHV"´��$GRSWLQJ�PRUH�DJJUHVVLYH�WLPHUV�LV�SUREDEO\�D�EHWWHU
XVH�RI�UHVRXUFHV�WKDQ�FRQWLQXLQJ�XVH�RI�WKH�UHSO\�SURFHGXUH�
���1RWH�WKDW�WKH�JHQHUDWLRQ�DQG�DFFHSWDQFH�RI�LQIHULRU�LQIRUPDWLRQ
GRHV�SURYLGH�PXFK�EHWWHU�SHUIRUPDQFH�WKDQ�VLPSO\�ZDLWLQJ�RQ
WLPHU�H[SLU\�HYHQ�LI�WKDW�LV�GRQH�RQ�D�OLQN�E\�OLQN�EDVLV��7KH�ODWWHU
RQO\�SURSDJDWHV�WKURXJK�WKH�QHWZRUN�DW�D�UDWH�RI�RQH�KRS�SHU
H[SLU\�WLPH�
���'XH�WR�WKH�UHFHSWLRQ�RI�LQIHULRU�LQIRUPDWLRQ�IURP�WKH�EULGJH�WKDW
ZDV�'HVLJQDWHG�IRU�WKH�/$1�
���%XW�LQ�WKLV�FDVH�VSDQQLQJ�WUHH�ZDV�QRW�UHTXLUHG�LQ�WKH�ILUVW
SODFH�
���$�PHPRU\�RI�D�URRW�EULGJH�WKDW�KDV�IDLOHG�VRPHWLPH�DJR��IRU
H[DPSOH�

to a bridge on the path from its original source
will find better information there already20, unless
yet worse information has been propagated to
that point.
To guard against this last eventuality21, this
proposal mandates a minimum increment to
message age on each transmission by a bridge
of at least 1/16th of max age22. Doing so ensures
that circulating information is “burnt out” of the
network if there is no bridge or bridge port
remaining that is the source of the information.23

It is important to ensure that old information is
guaranteed to be aged out before forwarding
delays are complete. Otherwise the dynamically
circulating information could create and sustain a
data loop for a period. However the removal of
old information is now achieved as rapidly as
messages can be forwarded in any part of the
network with redundant physical connectivity.24

To ensure that lost messages do not halt the
burning out of old information, the link specific
hello timers will cause the burning out process to
continue if it has stopped.

Comparison with RIP v2
The proposed improvements make the operation
of the Spanning Tree Protocol much closer to
RIPv2, though of course for only one routed
destination – the root. STP already ensures that
information received on a root port is not
reflected out of that port. This is equivalent to
“split horizon”. The process of “burning out”
information is essentially the same as “counting
to infinity” where infinity is 16 so far as hop
counts are concerned.
Fortunately STP is only concerned with one
routed destination (see above), so does not
forward many messages. This allows the new
information distribution and burning out
processes to operate on an event driven basis,

                                                     
���L�H��WKH�LQIRUPDWLRQ�WKDW�JDYH�ULVH�WR�WKH�UHWXUQLQJ�PHVVDJH��VR
WKLV�SURYLVLRQ�GRHVQ¶W�VWRS�LQIRUPDWLRQ�³FKDVLQJ�LWV�WDLO´�
���7KH�VSDQQLQJ�WUHH�SURWRFRO�LV�QRW�SURRI�DJDLQVW�FRQWLQXDOO\
FKDQJLQJ�LQIRUPDWLRQ��EXW�WKLV�VWLOO�DSSHDUV�WR�EH�D�XVHIXO�VDIHW\
PHFKDQLVP�
������WK�PLJKW�EH�D�EHWWHU�YDOXH��,I�DOO�EULGJHV�GHFUHPHQW�WKH�DJH�E\
WKH�VDPH�DPRXQW�WKLV�SURYLGHV�IRU�WKH�FXUUHQW�UHFRPPHQGHG
PD[LPXP�EULGJH�GLDPHWHU�RI�WKH�QHWZRUN����EULGJHV��ZLWKRXW�DQ\
FRQWUDLQWV�RQ�WKH�SODFHPHQW�RI�WKH�URRW��7KH�GRZQVLGH�LV�WKDW�WKHUH
LV�QRZ�QR�VFRSH�IRU�LQGLYLGXDOO\�WXQLQJ�EULGJH�WLPLQJV�DW�GLIIHUHQW
OHYHOV�LQ�WKH�QHWZRUN�KLHUDUFK\�ZKHUH�PD[LPXP�EULGJH�GLDPHWHUV
DUH�XVHG��7KH�FRPELQDWLRQ�VHHPV�YHU\�XQOLNHO\�
���$Q�DOWHUQDWLYH�ZRXOG�EH�WR�FDS�URRW�SDWK�FRVW�LQ�FRQILJXUDWLRQ
PHVVDJHV��EXW�WKDW�ZRXOG�QRW�ZRUN�DV�ZHOO�LQ�DQ�HQYLURQPHQW
ZKHUH�*LJDELW�OLQNV�PLJKW�EH�DFFLGHQWDOO\�PL[HG�ZLWK����0E�V
OLQNV�
���7KLV�UHTXLUHV�FRQVLGHULQJ�ZKHWKHU�WKH�FXUUHQW�KROG�WLPH�RI��
VHFRQG�LV�DSSURSULDWH��D�VXEMHFW�WKDW�KDV�DOUHDG\�EHHQ�UDLVHG�LQ
�������2QH�SUHIHUUHG�IXOO\�UHGXQGDQW�WRSRORJ\�KDV�ORRSV�RI��
EULGJHV�ZLWKLQ�LW��VR�FKDQJLQJ�WKH�KROG�WLPHU�VSHFLILFDWLRQ�WR�DOORZ
��RU���%3'8V�ZLWKLQ�D�KROG�WLPHU�LQWHUYDO�ZRXOG�PHHW�WKH
WLPHOLQHVV�UHTXLUHPHQWV�
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with only a small hold timer to guard against over
rapid transmission and loss at a receiver.

Examples
Two example reconfigurations are described
below. Note that they deal with a richly

connected topology such as might be deployed
in a high availability scenario. Simpler topologies,
such as backbone rings reach the final state
more quickly.



Rev.1.0 Saturday, January 16th, 1999 5

Example 1

Spanning tree links
(solid), redundant links
(dashed).
Configuration:
<root>,,<root path cost>
Black blobs indicate
designated bridge for
link. Short black line
indicates root port.

R-A link fails.
A removes root port info
from configuration,
concludes A is new root
and  sends PDUs to R’,
C, and D.

Arrows indicate PDUs in
transit.

C concludes that root
port is now C-B,  begins
to transition it to
Forwarding, thinks itself
designated on C-A.
Similar actions at D and
R’.

R
R,0

W
R,3

R’
R,2

A
R,1

B
R,1

C
R,2

D
R,2

W
R,3

R
R,0

W
R,3

R’
R,2

A
A,0

B
R,1

C
R,2

D
R,2

W
R,3

R
R,0

W
R,3

R’
R,2

A
A,0

B
R,1

C
R,2

D
R,2

W
R,3

R, believing itself to be
root, transmits next.

R
R,0

W
R,3

R’
R,2

A
A,0

B
R,1

C
R,2

D
R,2

W
R,3

B forwards message
from root to C, D, and
R’.

C, D, and R’ receive
messages from B and
forward to A and Ws.

A receives message
from C first (arbitrary),
chooses A-C as new
root and forwards
message to D and R’.
Ws receive messages
from C and D without
change.

R
R,0

W
R,3

R’
R,2

A
A,0

B
R,1

C
R,2

D
R,2

W
R,3

R
R,0

W
R,3

R’
R,2

A
A,0

B
R,1

C
R,2

D
R,2

W
R,3

R
R,0

W
R,3

R’
R,2

A
R,3

B
R,1

C
R,2

D
R,2

W
R,3

A receives messages
from R’ and D, moves
root port to A-R’ and
transitions A-C and A-D
to Blocking.
D and R’ discard
messages from A.

Final configuration
(once C-B is
Forwarding)

R
R,0

W
R,3

R’
R,2

A
R,3

B
R,1

C
R,2

D
R,2

W
R,3
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Example 2

Same initial
configuration as before.

R fails, bringing down
links R-A and R-B. A
and B remove root port
info from configuration,
each concludes it is the
new root and  sends
PDUs on all remaining
ports.

Ws receive messages
and adopt R’ as root.
C and D receive
message from A and
select C-A and D-A as
root ports. Messages
will be forwarded to Ws,
but final configuration
has been reached.

R
R,0

W
R,3

R’
R,2

A
R,1

B
R,1

C
R,2

D
R,2

W
R,3

W
R,3

R’
R,2

A
A,0

B
B,0

C
R,2

D
R,2

W
R,3

D receives from B,
becomes designated on
D-B.
C receives from B,
moves root port to C-A
with A as root.
R’ receives from B and
becomes root, transmits
on R’-A and R’-B.

D receives from A,
recognizes A as root
and transmits to Ws.

B receives from R’,
recognizes R’ as root
and transmits to C and
D.
Similarly A receives
from R’ and transmits to
C and D.
Ws receive from D and
become designated on
W-D.

Assuming C and
receive from B first, they
acknowledge R’ as root,
selecting C-B and D-B
as root ports.and
transmit to Ws,

W
R,3

R’
R,2

A
A,0

B
B,0

C
R,2

D
R,2

W
R,3

Many possible next
steps depending on
order of processing of
messages in transit.
Say C receives from A
first and moves root port
to C-B. Similarly R’
receives from A and
moves root port to R’-B.

W
R,3

R’
R’,0

A
A,0

B
B,0

C
A,1

D
R,2

W
R,3

W
R,3

R’
R’,0

A
A,0

B
B,0

C
A,1

D
A,1

W
R,3

W
R,3

R’
R’,0

A
R’,1

B
R’,1

C
A,1

D
A,1

W
R,3

W
R,3

R’
R’,0

A
R’,1

B
R’,1

C
R’,2

D
R’,2

W
R,3

W
R’,3

R’
R’,0

A
R’,1

B
R’,1

C
R’,2

D
R’,2

W
R’,3


