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1 Scope of the document

The scope of this document is to define the use of the priority field in 802.1Q Ethernet packets to allow IP Ethernet networks to concurrently support differing Quality of Service (QoS) implementations. This document recognizes three classes of QoS; best effort, priority routing, and fully managed connections.
1.1 Introduction

The purpose of this proposal is to allow three IP Quality of Service (QoS) models qto coexist concurrently on IP based networks. The three supported models (types of service) are:

1. Best effort (No QoS)

2. Simple priority based QoS (i.e. DiffServ model)

3. Managed resource based QoS (i.e. IntServ model)

1.2 Background

Although IP networked AV applications require service guarantees to transmit AV content, there is disagreement among the IT and CE companies as to the level of QoS that is required. In Home/Consumer networks IP Ethernet has high bandwidth, 100Mbps or even 1 Gbps. AV networked products on the market today that use only “best effort” perform satisfactorily on these networks. However, there is concern about what will happen to the AV streams if the IP network becomes congested. Wireless IP Networks are an example where congestion becomes an issue. Thus, some favor using the IEEE802.1Q priority for the AV applications to get better than Best Effort access to the network.

Using the premise of DiffServ, AV applications  can be assigned a higher priority than data applications, which allows the AV application to have “first right” to the network. However, if the total number of AV streams exceeds the bandwidth of the Ethernet, then all AV streams will suffer.

IntServ involves reserving resources for the end-to-end path of the AV stream. Thus, when there is not enough bandwidth to support a new stream, it won’t be started and the existing streams will continue unaffected. However, IntServ is somewhat complicated, and not all companies agree that it is required for Home/Consumer networks.

This proposal suggests that the Home/Consumer network use IEEE802.1Q enabled switches and allocate the 802.1Q priority field to support Best Effort, the DiffServ model, and the IntServ model concurrently. The priority bits are separated into 4 groups, where each group represents a service model.

2 IEEE 802.1Q and Priority Groups

2.1 IP Ethernet Frame Structure

For reference purposes below is the standard Ethernet Frame.

	Destination Address
	Source Address
	Ethertype/Length
	Data
	FCS


In 802.1Q a Tag field has been inserted as follows:



The Tag Field includes the following ( highlighted) fields:

	48 bits
	48 bits
	16 bits
	3 bits
	1 bits
	12 bits
	16 bits
	Variable
	32 bits

	DA
	SA
	TPID
	Priority

0-7
	CFI
	VLAN ID
	Length/Type
	Data with PAD
	FCS


2.2  Priority Grouping

This proposal is concerned with the application of the Priority field. The priority field is logically divided into 4 groups:

1. Network Management – highest priority

2. Managed QoS (i.e. IntServ) -2nd highest priority

3. Unmanaged QoS (i.e. DiffServ) 3rd highest priority

4. Best Effort – lowest priority

Network management traffic is allocated the highest priority level. Network management commands use this priority to ensure that network bandwidth and resources can be recovered. The second group, Managed QoS, ensures that devices which have allocated resources throughout the network have first access to the network. The third group, Unmanaged QoS, benefits from using priority to gain access to the network but Managed services still have a higher priority. Best Effortis the lowest priority, and its traffic is restricted to the availability of the network after all priority traffic has been sent.

The following table shows the priority groupings service type and the priority value:

	Priority Group
	Service Type
	Service Level (Attributes)
	Typical Application
	Priority

(3-bit)
	Examples

(non-exhaustive)

	1) Highest
	Network Management & Stream Stop
	Critical controls
	Critical controls
	111
	SNMP, Stream teardown (stop)

	
	
	Connection control
	Connection control
	110
	Stream setup (play) and control

	2) 2nd highest
	Managed Resources
	Very low latency & Low jitter
	Realtime, Bidirectional Streams
	101
	Gaming, Telephony, Video-phones, web conferencing

	
	
	Low latency
	Unidirectional Streams
	100
	Movies, channel changing, security camera monitoring

	
	
	Connection control
	Connection control
	011
	Stream setup (play) and control

	3) 3rd highest
	Unmanaged Resources
	Very low latency & Low jitter
	Realtime, Bidirectional Streams
	010
	Gaming, Telephony, Video-phones, web conferencing

	
	
	Low latency
	Unidirectional Streams
	001
	Movies, channel changing, security camera monitoring

	4) Lowest
	Best Effort
	No QoS
	No QoS
	000
	Discovery, Web surfing, TCP, printing


The above table shows that Managed and Unmanaged Resources have identical priority structures. However, the Managed services group is higher in overall priority, thereby ensuring access to the network ahead of the Unmanaged services group.

The table also shows 3 different priority levels in the Managed and Unmanaged QoS groups. In AV applications, the requirements of streams are different based on the application. Some application streams require low latency and low jitter, therefore they are given a higher priority over latency-tolerant applications. Note that control packets use the highest priority within each group to ensure that streams can be taken down (livelock avoidance).
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