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During the September 2005 Rapporteurs Meeting,  ITU-T Q9/15 considered methods to support nested ETH maintenance domains in the context of its work on G.8021 “Characteristics of Ethernet Transport Network Equipment Functional Blocks”.  WD33 submitted to the meeting (attached), which presented the problems associated with the current ME level approach described in the draft recommendation Y.17ethoam. Additionally, it provided a comparison with two alternative approaches based on tunnelling and stacking techniques.

Q9/15 notes especially that the current ME level approach requires configuration of the ME level at the border nodes (MEPs and Server/ETH adaptation) and all inner nodes (MIPs, Server/ETH adaptation) of the maintenance domain. Existing transport network technologies that support nested maintenance domains such as SDH and OTN require only configuration of the MEPs at the border nodes . Q9/15 considers that the current approach involves considerable configuration and thus places an additional burden on the network operation.

A stacking approach was considered by WP3/15 during the definition of ODU TCM for the OTN. It was not selected, as hitless operation cannot be achieved with activation/de-activation. Furthermore, it was problematic to perform non-intrusive monitoring at a specific maintenance level. Non-intrusive monitoring is however not defined in Y.17ethoam.

Q9/15 will consider the three methods during the development of G.8021v2, which is planned for consent at theSG15 plenary meeting (February 2006). Therefore, Q9/15 would like jointly with Q5/13 and IEEE802.1 to select one of these methods for progressing the work on Y.17ethoam, IEEE802.1ag and G.8021v2 recommendations. The goal should be to have a decision in December 2005 in order to have enough time for preparation of the documents for consent. Input from IEEE802.1 is therefore welcomed for the joint Q5/13 and Q9/15 meeting in the week of November 28th to December 2nd. 
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Problems with current ETH OAM ME level processing
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Problem statement

		ITU draft recommendation Y.17ethoam on Ethernet OAM supports nested maintenance domains

		The current approach uses a fixed maintenance entity level (MELevel) per nested domain. Each domain generates and acts on OAM frames with the specific MELevel

		This approach has drawbacks concerning configuration needs and fault coverage. They are explained in the following slides

		Two alternatives are presented which avoid these drawbacks, but require more complex processing

		Tunneling:

All MEPs/MIPs generate and act on same OAM frames. OAM frames from outer domains are tunneled trough inner domains by attaching (changing) a Tunnel Level (TLevel) label while traveling through the inner domain 

		Stacking:

All MEPs/MIPs generate and act on same OAM frames. OAM frames from outer domains are tunneled trough inner domains by incrementing/decrementing a Stack label while traveling through the inner domains 
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Fixed ME level approach; Configuration impacts



Customer (MELevel=1)

Operator

		MEP generates and acts on OAM frames with the own MELevel -> configure own MELevel at all MEPs



MEP

Server/ETH_A

(MELevel=4)

MIP

		MIP listen on own MELevel -> configure own MELevel at all MIPs



		AIS has to be generate with a MELevel -> configure own MELevel at all Server/ETH adaptations



		MEP has to generate AIS with customer MELevel -> configure client MELevel at all MEPs



-> any change of customer MELevel (client ME) has to be communicated to operator (server ME)

Customer (MELevel=2)
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Fixed ME level approach; Fault coverage impacts





Operator

Customer 2 (MELevel=0)

Customer 1 (MELevel=4)

MELevel = 6

MELevel = 4

Mis-connection/mis-merge between different ME levels no detected 

as MEPs act only on own ME level! Wrong data leaks to customer!

Doesn‘t detect mis-merge as 

it checks only on MELevel=6

Can only partially be solved by MEPs acting also on lower ME levels. The problem still exists for higher ME levels as they are allowed to enter a ME from the client ME. A MEP has no means to differentiate between allowed and not allowed higher ME level OAM frames.

Mis-connection

/mis-merge

generate

MELevel=6

check

MELevel=6

check

MELevel=4

generate

MELevel=4

generate

MELevel=4

check

MELevel=4

check

MELevel=0

generate

MELevel=0

Note: higher ME  level means lower number!

Doesn‘t detect mis-merge as 

it checks only on MELevel=4

Doesn‘t detect mis-merge as 

it checks only on MELevel≥6

Detects mis-merge as 

it acts on MELevel≥4

Checking against all allowed MEG-IDs is also not possible as it requires configuration of all client MEG-IDs at a MEP, excessive processing and storage, further a ME would act on client ME problems which is not allowed.
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Tunneling approach; Configuration



Customer (TLevel=1)

Operator

		Each MEP generates and acts on OAM frames with the fixed TLevel=0 -> no configuration needed



(TLevel=4)

		Each MIP listens on TLevel=0 -> no configuration needed



		AIS has to be generate with TLevel=0 -> no configuration needed



		MEP has to tunnel incoming OAM frames by changing the TLevel from 0 to the own TLevel at the ingress MEP and changing back the own TLevel to 0 at the egress MEP. 

-> configuration of own TLevel at MEPs



Customer (TLevel=2)

-> change of customer TLevel with out notification to the operator
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TLevel=4



TLevel=2



TLevel=2





TLevel 0->4



TLevel 4->0



TLevel 0->1

TLevel 1->0





TLevel 0->2

TLevel 2->0
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Tunneling approach; Fault coverage





Operator

Customer 2 (TLevel=0)

Customer 1 (TLevel=4)

TLevel = 6

TLevel = 4

Mis-connection

/mis-merge

generate

TLevel=0

check

TLevel=0

check

TLevel=0

generate

TLevel=0

generate

TLevel=0

check

TLevel=0

check

TLevel=0

generate

TLevel=0

Mis-connection/mis-merge detected!

Leakage of wrong data to customer is prevented!

Detects mis-merge 

Detects mis-merge 
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Stack approach; Configuration



Customer

Operator

		Each MEP generates and acts on OAM frames with the Stack=0 -> no configuration needed



		Each MIP listens on Stack=0 -> no configuration needed



		AIS has to be generate with Stack=0 -> no configuration needed



		MEP has to tunnel incoming OAM frames by incrementing the stack at the ingress MEP and decrementing it at the egress MEP. -> no configuration needed
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Stack approach; Fault coverage





Operator

Mis-connection

/mis-merge

generate

Stack=0

check

Stack=0

check

Stack=0

generate

Stack=0

generate

Stack=0

check

Stack=0

check

Stack=0

generate

Stack=0

Mis-connection/mis-merge detected!

Leakage of wrong data to customer is prevented!

Detects mis-merge 

Detects mis-merge 
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Processing comparison



block MELevel≥own MELevel

generate OAM frames with own MELevel

extract MELevel≥own MELevel

generate OAM AIS with client MELevel

check OAM frames

MEP source

MEP sink

extract TLevel=0

TLevel=own TLevel

adjust CRC

generate OAM frames with TLevel=0

extract TLevel=own TLevel

TLevel=0

adjust CRC

extract TLevel=0

generate OAM AIS with TLevel=0

check OAM frames 

Fixed MELevel

Tunneling

extract all OAM

Inc Stack

adjust CRC

generate OAM frames with Stack=0

extract all OAM

Dec Stack

adjust CRC

extract Stack=0

generate OAM AIS with Stack=0

check OAM frames

Stack
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Advantages/disadvantages

Fixed level approach (quick and dirty):

		No ME level modification at MEPs, only blocking of not allowed ME levels -> less complex for SW solution

		Exhaustive ME level configuration

		Customer has to notify the operator about ME level changes

		Doesn‘t detect mis-merge/mis-connection between different ME levels and doesn‘t prevent leakage of data between customers



Tunneling approach:

		Minimum configuration

		Removes requirement that customer has to notify the operator about tunnel level changes

		Detects mis-merge/mis-connection and prevents leakage of data between customers

		Still requires tunnel level configuration

		Tunnel level modification at MEPs -> more complex for SW solution



Stack approach:

		No configuration

		Removes requirement that customer has to notify the operator about tunnel level changes

		Detects mis-merge/mis-connection and prevents leakage of data between customers

		Stack modification at MEPs -> more complex for SW solution

		Hitless activation/deactivation of stacked maintenance domains not possible

		Stack overflow detected far from error source



Note that a SW based approach might not provide the performance for a large scale use of OAM anyway and HW based solutions are required
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Terms

MEP: MEG End Point

MIP: MEG Intermediate Point

MEG: ME Group

ME: Maintenance Entity

CRC: Cyclic Redundancy Check

TLevel: Tunneling Level

MELevel: ME Level

Server/ETH_A: Server to ETH layer adaptation

ETH: Ethernet MAC layer

OAM: Operations, administration and maintenance
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