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QCN (A Brief Review)
- Congestion Point
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calculate Fb = (Qeq-qlen)-w*(qlen-qlen_old)

if Fb < 0,
send a congestion message back

with the quantized Fb value
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How To Sample & Mark A Packet?

quantized_Fb

7

# 
of

 b
yt

es
 to

sa
m

pl
e 

a 
pa

ck
et

15 23 31 39 47 55 63

150KB

75KB

18.5KB

50KB

37.5KB

30KB

25KB

21.5KB

with certain margin of 
Randomness 



4

QCN (A Brief Review)
- Reaction Point

Two counters: byte-counter and
timer cycle through independently;
Both reset by Fb < 0 signal

Fb < 0 
signal

+

+

-

– Byte-Counter
• 5 cycles of FR (150KB/cycle)
• AI cycles afterwards (75KB/cycle)
• Fb < 0 sends byte-counter to FR

– Timer
• 5 cycles of FR (TIMER_PERIOD msec/cycle)
• AI cycles afterwards (TIMER_PERIOD/2

msec/cycle)
• Fb < 0 sends timer to FR

– Rate Limter (RL)
• In FR if both byte-counter and timer’s stage

counter is less than FAST_RECOVERY_TH
• In AI if only one of byte_counter or timer ‘s

stage counter is not less than
FAST_RECOVERY_TH

• In HAI if both byte_counter and timer ‘s stage
counter are not less than
FAST_RECOVERY_TH
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Byte Counter

reset by Fb < 0 signal
expire_threshold = BC_LIMIT

Byte Counter
(incremented by bytes sent)

stage counter
si_bcount ++

expire

si_bcount <
FAST_RECOVERY_TH?

y n

expire_threshold
= BC_LIMIT

expire_threshold
= BC_LIMIT / 2
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Timer

reset by Fb < 0 signal
expire_period = TIMER_PERIOD

Timer
(independent clock)

stage counter
timer_scount ++

expire

timer_scount <
FAST_RECOVERY_TH?

y n

expire_period =
TIMER_PERIOD

expire_period =
TIMER_PERIOD / 2
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Rate Limiter State Diagram

Fb < 0 signal

Fast Recovery Stage
(FR)

min (si_bcount, timer_scount) <
FAST_RECOVERY_TH &&

max (si_bcount, timer_scount) >=
FAST_RECOVERY_TH ?

y

n

Active Increase Stage
(AI)

min (si_bcount, timer_scount) >=
FAST_RECOVERY_TH &&

max (si_bcount, timer_scount) >=
FAST_RECOVERY_TH ?

byte_counter or
timer expires

byte_counter or
timer expires

n

y

Hyper Active Increase
Stage (HAI)
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Rate Changes
- Upon a Fb < 0 message

– TR is decreased implicitly
• if si_bcount != 0

– TR = CR

– CR = CR * (1 – Gd*|Fb|)
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Rate Changes
- Upon byte_counter or timer expires

FR
- if the first cycle of byte-counter/timer expires and TR > 10*CR: TR
= TR/8
- CR = (CR+TR)/2
AI
-TR = TR+R_AI; CR = (CR+TR)/2

HAI, event numbered i = 1, 2, …
- At the end of event number i:
  TR = TR + (i*R_HAI); CR = (CR+TR)/2
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Simulation Parameters

• Traffic
– Uniform destination distribution (to all

nodes except self)
– Fixed frame size = 1500 B

• Switch
– VOQ with 2.4MB shared memory
– Partitioned memory per input, shared

among all outputs
– No limit on per-output memory usage

• Adapter
– RLT: VOQ and single; RR service
– One rate limiter per destination
– Egress buffer size = 1500 KB,
– Ingress buffer size = Unlimited

• QCN
– W = 2.0
– Q_EQ = 33 KB
– GD = 0.0078125
– Base marking: once every 150 KB
– Margin of randomness: 30%
– Runit = 1 Mb/s
– MIN_RATE = 10 Mb/s
– BC_LIMIT = 150 KB
– TIMER_PERIOD = 15 ms
– R_AI = 5 Mbps
– R_HAI = 50Mbps
– FAST_RECOVERY_TH = 5
– Quantized_Fb: 6 bits
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Baseline #1
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Service Rate: 2.0Gbps
- Queue Size

# of drops:343
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Service Rate: 2.0Gbps
- Throughput
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Service Rate: 1.0Gbps
- Queue Size

# of drops:472
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Service Rate: 1.0Gbps
- Throughput
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Service Rate: 0.5Gbps
- Queue Size

# of drops:661
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Service Rate: 0.5Gbps
- Throughput
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Extending The Hot Spot Duration
- To Show Stability
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Service Rate: 2.0Gbps
- Queue Size
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Service Rate: 2.0Gbps
- Throughput
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Service Rate: 1.0Gbps
- Queue Size

# of drops:472
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Service Rate: 1.0Gbps
- Throughput
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Service Rate: 0.5Gbps
- Queue Size

# of drops:633
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Service Rate: 0.5Gbps
- Throughput
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Baseline #5
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-Congest Point’s Queue Size
- 20ms on/off

# of drops: 166
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- Net Throughput @ Congestion Point
- 20ms on/off
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-Congest Point’s Queue Size
- 10ms on/off

# of drops: 229
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-Net Throughput @ Congestion Point
- 10ms on/off



30

-Congest Point’s Queue Size
- 5ms on/off

# of drops: 193
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- Net Throughput @ Congestion Point
- 5ms on/off



32

Baseline #6
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Without Pause
- Congested Queue Size (0.5Gbps)

# of drops: 698
# of drops: 678 (Point 1)
# of drops: 583 (Point 2)
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Without Pause
- Congested Points’ Throughput

# of drops: 698
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Without Pause
- Individual Rates



36

Without Pause
- Individual Rates
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Pause
- Congested Queue Size (0.5Gbps)
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Pause
- Congested Points’ Throughput

# of drops: 698
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Pause
- Potential Congestion Queues

# of drops: 650 (Point 1)
# of drops: 559 (Point 2)
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With Pause
- Individual Rates
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With Pause
- Individual Rates
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Hot Spots’ Duration of 80ms
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Without Pause
- Congested Queue Size (0.5Gbps)

# of drops: 698

# of drops: 678 (Point 1)
# of drops: 583 (Point 2)
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Without Pause
- Congested Points’ Throughput

# of drops: 698
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Without Pause
- Individual Rates
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Without Pause
- Individual Rates
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Pause
- Congested Queue Size (0.5Gbps)



48

Pause
- Congested Points’ Throughput
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Pause
- Potential Congestion Queues
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With Pause
- Individual Rates
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With Pause
- Individual Rates
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Baseline #7
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Congested Points’ Queue Size

# of drops: 97
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Congested Points’ Throughput
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Individual Flow Rates
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Baseline #8
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- Congested Points’ Queue Size

# of drops: 141
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Without Pause
- Congested Points’ Throughput
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Individual Flow Rates
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Baseline #2
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Without Pause
- Congested Queue Size (0.5Gbps)

# of drops: 698
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Benchmark 2 – Bottleneck Throughput
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Without Pause
- Uncongested Queue Size (0.5Gbps)
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Benchmark 2
– Individual Flows’ Throughput
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With Pause
- Bottleneck Queue Size



66

Benchmark 2 – With Pause
- Bottleneck Link Throughput (bps)



67

Benchmark 2 – With Pause
- Uncongested Queue Size
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Benchmark 2 – With Pause
- Individual Flow Throughput (bps)
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Scenario 2: 80ms Hot Spot Duration
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Without Pause
(80ms Hot Spot Duration)

- Congested Queue Size (0.5Gbps)

# of drops: 698
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Benchmark 2
(80ms Hot Spot Duration)
– Bottleneck Throughput
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With Pause
(80ms Hot Spot Duration)

- Congested Queue Size (0.5Gbps)
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Benchmark 2
(80ms Hot Spot Duration)
– Bottleneck Throughput
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Benchmark 3
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Without Pause
- Bottleneck Queue Size (2Gbps)

# of drops:228
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Without Pause
- Bottleneck Throughput
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Culpit Flows - Throughput (0.5Gbps)
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Victim Flows - Throughput (7Gbps)
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Wit Pause
- Bottleneck Queue Size (2Gbps)
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Wit Pause
- Bottleneck Throughput
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Culpit Flows - Throughput (0.5Gbps)
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Victim Flows - Throughput (7Gbps)
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Scenario 3: 80ms Hot Spot Duration
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Without Pause
(80ms Hot Spot Duration)

- Congested Queue Size (2Gbps)

# of drops:212



85

Benchmark 3
(80ms Hot Spot Duration)
– Bottleneck Throughput
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With Pause
(80ms Hot Spot Duration)

- Congested Queue Size (2 Gbps)
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Benchmark 3
(80ms Hot Spot Duration)
– Bottleneck Throughput


