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Introduction
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What is White Rabbit?

@ Renovation of accelerator’s control and timing
@ Based on well-known technologies

@ Open Hardware and Open Software

@ International collaboration
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Introduction
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White Rabbit features

standard-compatible
sub-ns accuracy

tens-ps precision
upper-bound low-latency

white-box simulation &
analysis

high reliability
@ tens-km span
@ thousands-nodes systems

¢ © 6 6 ¢

Ethernet

+ synchronism

©

+ determinism
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White Rabbit Network — Ethernet-based

(_ Time _ >

G6PS

Time & Data) o _Control
Master Data

@ High accuracy/precision
synchronization

@ Deterministic, reliable and
low-latency Control Data
delivery

Standard
GbE Switch
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CERN Control & Timing
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CERN Control and Timing System

@ 6 accelerators
including LHC: 27km

@ A huge real-time
distributed system

@ Thousands of devices T S = e
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CERN Control & Timing
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CERN Control System — event distribution (1)

Super Proton
Synchrotron

Injections

A

I

| | time
Proton | Extractions i
Synchrotron /
. time
Control | : !
Events: | ! : ’ i
1234 56789 1011 1213 ime

CERN's accelerator complex

@ Events — messages which trigger actions
@ Each event is identified by an ID
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CERN Control & Timing
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CERN Control System — event distribution (2)

CERN's accelerator complex

Magnet - - :‘:; @
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@ Devices are subscribed to events
@ Each device "knows” what to do on a particular event é:@
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CERN Control & Timing
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CERN Control System — event distribution (3)

Event ID Time
T

send receive execute events
Control Message (CM Upper bound 12 3
ge (CM) L PP —pe o °
message latench

Magnet F.? & F ¢z

inPs 2§ 7 & 3

g

sensor !
7 time
»

t, t, t t,

@ Each event (ID) has a trigger time associated

@ A set of events is sent as a single Control Message (CM)

@ CM is broadcast to all the end devices (nodes) y

@ CM is sent in advance (upper-bound message latency ) @
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CERN Control & Timing
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CERN Control & Timing Network — requirements

Requirement | CERN
Max latency 1000us
CMs lost per year 1

CM size 1200-5000 bytes
Network span 10km

A 3 4
Accuracy up to 1ns é@

Maciej i White Rabbit 13/50



CERN Control & Timing

000000

Current system: General Machine Timing

Data Master [oets

@ Based on RS-422, low speed (ol
(500kbps)

@ Unidirectional communication
(controller— >end stations)

@ Separate network required for
end station— >controller
communication

@ Custom design, complicated
maintenance
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e Data Distribution
@ WR RSTP
® WR SPB

Maciej Lipinski White Rabbit 15/50



Data Distribution
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White Rabbit Network — Ethernet-based

(_ Time _ >

G6PS

Time & Data) o _Control
Master Data

@ High accuracy/precision
synchronization

@ Deterministic, reliable and
low-latency Control Data
delivery

Standard
GbE Switch

WR [ WR | Gther
pe

k— 2000 nodes —Pl
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Data Distribution
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Data Distribution in a White Rabbit Network

Deterministic
data delivery

Topology *= Data
redundancy resilience @
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Data Distribution
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Determinism and Latency (Switch)

Deterministic
data delivery
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Data Distribution
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High Priority

@ Types of data distinguished by
802.1Q tag:
@ High Priority (strict priority)
@ Standard Data (Best Effort)
@ High Priority characteristics:
@ Broadcast/Multicast
@ Low-latency
@ Deterministic
@ Uni-directional
@ Re-transmission excluded

@ Failure of High Priority :

@ Medium imperfection
@ Network element failure ————— 2000 nodes
o Exceeded latency @

Master

~
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Data Distribution
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Determinism and Latency

@ Deterministic Latency of High Priority | s s%e"f@“;]ce“te'

@ By design: < 10us - I / l
(single source of High Priority) Fiber

i WR Switch

CAles e e e eee

@ Regardless of Best Effort traffic

Fiber

T lt WR Switch
= [TTTTTTITTTITTITIT]

@ Preliminary tests: ~ 3us

é:f@
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Data Distribution
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Data Resilience (Node)

resilience 4@
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Data Distribution
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Data Redundancy

@ Forward Error Correction (FEC) - transparent layer:

@ One message encoded into N Ethernet frames
@ Recovery of message from any M (M<N) frames

Control Message Control Message

FEC FEC
Encoder :] I:l Decoder
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Data Redundancy

@ Forward Error Correction (FEC) - transparent layer:

@ One message encoded into N Ethernet frames
@ Recovery of message from any M (M<N) frames

@ FEC can prevent data loss due to:

Control Message Control Message
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Data Distribution
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Data Redundancy

@ Forward Error Correction (FEC) - transparent layer:

@ One message encoded into N Ethernet frames
@ Recovery of message from any M (M<N) frames

@ FEC can prevent data loss due to:
@ bit error

Control Message Control Message

FEC FEC
Encoder :] I:l Decoder

Maciej Lipinski White Rabbit 22/50



Data Distribution
000000000

Data Redundancy

@ Forward Error Correction (FEC) - transparent layer:

@ One message encoded into N Ethernet frames
@ Recovery of message from any M (M<N) frames

@ FEC can prevent data loss due to:

@ hit error
@ network reconfiguration

Control Message Control Message

FEC FEC
Encoder :] I:l Decoder
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Data Distribution
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Topology Redundancy (Switch)

Topology
redundancy 4@
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Data Distribution
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Topology Redundancy (Switch)

@ Ideas:
@ Enhanced Link Aggregation Control Protocol (eLACP)
@ WR Rapid Spanning Tree Protocol (WR RSTP)
@ WR Shortest Path Bridging (WR SPB)

@ Seamless redundancy = FEC + WR RSTP/SPB/eLACP
® Redundant data received in end stations

@ Take advantage of broadcast/multicast characteristic of
Control Data traffic (within VLAN)
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Data Distribution
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e Data Distribution
@ WR RSTP
® WR SPB
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Data Distribution
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Topology Redundancy: WR RSTP

@ Speed up RSTP — max 2 frames lost on
re-configuration

@ H/W switch-over to the backup link

@ RSTP’s a priori information
(alternate/backup) used

@ Limited number of allowed topologies
@ Drop only on reception — within VLAN

Maciej Lipinski White Rabbit
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Data Distribution
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Seamless Redundancy: WR RSTP + FEC

@ Seamless redundancy = WR RSTP+FEC <=> max 2
frames lost on reconfiguration

@ 500 bytes message (288 byte FEC) — max re-conf ~2.3us

@ A priori backup configuration used for hardware
switch-over — broadcast/multicast  traffic (within VLAN)

Forwarding

Forwarding :

H H

| S—— )
Switch-over Ethernet Frame

(2.3us) (288 Bytes, 2.31s) @
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Data Distribution
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Semi-automatic re-configuration

B @ Adding new link/switch can cause dangerous
HINY re-configuration
% i @ Any re-configuration not foreseen by
5@ = stable-state BPDU exchange shall be

semi-automatic

@ Run RSTP with some "simulation” flag

@ Re-configuration is virtual

@ Re-configuration is reported to management
for ack

@ New configuration (known in entire network)
might be time-triggered

@ Done in no-Control-Data windows

@ How to do it in a standard-compatible way,
if possible ? @
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Data Distribution

WR RSTP: adding new network element

Nas - - N
'

H J) LT i
N . Ethernet Frames '
1 (discarding ingress Root LHGLE H
i forwarding egress) ~ (forwarding) CHFHEIRTTE) ]
i = i
F l ‘ WR Marker 1
1 (boardeast by root Switch)
I Psedo-Designated —— '
! (discarding ingress esiEnate - ]
' 5 (forwarding) '
¥ forwarding egress) PAUSE '
: (sent by Endpoint) |}
H

: ’
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Data Distribution
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WR RSTP: adding new network element

WR Marker
@ Sent by Root Switch
@ Forwarded by switches as other High Priority traffic

@ Treated as BPDU for timestamping
@ Used to:

@ measure real latency from Root Switch
@ trigger safe reconfiguration
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Data Distribution

e Data Distribution
@ WR RSTP
® WR SPB
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Data Distribution

Shortest Path Bridging (SPB)

Shortest Path Bridging-VID

Backbone

I klf_‘k‘ l%l'idf_‘(

@ SPB studies for WR
@ Shortest Path Bridging — VID

@ Better fitted for existing development : GISW| (Corc |
@ Less overhead
@ Client isolation not required

Backbone
WR WR
S9sw ‘@SW Edge Bridge

é@
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Data Distribution

Shortest Path Bridging — VID for WR (SPBV-WR)

@ Shortest Path Tree

Shortest Path Bridging-VID
SPVID=10

3ackbone

I kl_L ]%IIL| >C

sw (nm Bridge

Backbone
Edge Bridge

é:f@
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Data Distribution

Shortest Path Bridging — VID for WR (SPBV-WR)

Shortest Path Bridging-VID
@ Shortest Path Tree SPVID=10
@ Backup tree — ports blocking on
reception

Backbone
Edge Bridge

Backbone
RWR|.._[iRWR
®sw SW| Core Bridge

h 4

\ 4
Backbone
WR WR
9sw "‘@sw Edge Bridge
)
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Data Distribution

Shortest Path Bridging — VID for WR (SPBV-WR)

Shortest Path Bridging-VID
@ Shortest Path Tree SPVID=10

@ Backup tree — ports blocking on
reception

@ Single port forwarding from source

Backbone
Edge Bridge

Backbone
RWR|.._[iRWR
®sw SW| Core Bridge

h 4

\ 4
Backbone
WR WR
9sw "‘@sw Edge Bridge
)
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Data Distribution

Shortest Path Bridging — VID for WR (SPBV-WR)

Shortest Path Bridging-VID
@ Shortest Path Tree SPVID=10

@ Backup tree — ports blocking on

Backbone

reception Edge Bridge
@ Single port forwarding from source
i Backt
@ H/W switch-over to path equally or TR -2 g\',,'; o H‘;

more distant to the root

|> ckbone
WR
SW @sw e Bridg
)
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Data Distribution
o

Shortest Path Bridging — VID for WR (SPBV-WR)

Shortest Path Bridging-VID
@ Shortest Path Tree SPVID=10

@ Backup tree — ports blocking on
reception

Backbone

Edge Bridge

@ Single port forwarding from source “
@ H/W switch-over to path equally or B BNE “]Lllhl*]’f{

more distant to the root ®
@ More backup trees/ports possible
w =~

(supported by H/W) oue  (ous | 1]m

SPVID=11

é@

Maciej Lipinski White Rabbit 33/50



Data Distribution
o

Shortest Path Bridging — VID for WR (SPBV-WR)

Shortest Path Bridging-VID
@ Shortest Path Tree SPVID=10

@ Backup tree — ports blocking on
reception

Backbone

Edge Bridge

@ Single port forwarding from source “

@ H/W switch-over to path equally or B BNE “]Lllhl*]’f{
more distant to the root ‘

@ More backup trees/ports possible \
(supported by H/W) — Z  Backbone

@ Not fully congruent — is it a problem ? o) (5% (I‘ it

SPVID=11

é@
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Data Distribution

SPBV-WR: failure use case

Shortest Path Bridging-VID
@ Link failure SPVID=10

3ackbone

Edge Bridge
__[mwr Backbone
¥ISW] Core Bridge

= - Backbone

WR WR
@sw ‘@SW Edge Bridge

é:f@
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Data Distribution

SPBV-WR: failure use case

Shortest Path Bridging-VID
@ Link failure SPVID=10

3ackbone

Edge Bridge

@ H/W switch-over to backup port

SW] Core Bridge

Backbone

Edge Bridge

é:f@
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Data Distribution

SPBV-WR: failure use case

Shortest Path Bridging-VID
@ Link failure SPVID=10 SPVID=20

3ackbone

@ H/W switch-over to backup port Edge Bridge

@ New Shortest Path Tree installation on
new SPVID

sw (nm Bridge

o
v \ |

Backbone
WR WR
@sw 43sw| Edge Bridge
)
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Data Distribution

SPBV-WR: failure use case

@ Link failure
@ H/W switch-over to backup port

@ New Shortest Path Tree installation on
new SPVID

@ When ready, starting to forward on
SPVID

Shortest Path Bridging-VID
SPVID=10 SPVID=20

Backbone

Edge Bridge

Backbone
Y@ WR
®sw Core Bridge

= ¥ Backbone

WR WR
@sw ‘@SW Edge Bridge

é:f@
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Data Distribution

SPBV-WR: failure use case

Shortest Path Bridging-VID
@ Link failure SPVID=20
@ H/W switch-over to backup port

Backbone

Edge Bridge

@ New Shortest Path Tree installation on

new SPVID Backbone
@ When ready, starting to forward on Core Bridge
SPVID

® Remove old SPVID

Backbone

Edge Bridge

é:f@
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Data Distribution

SPBV-WR: failure use case

Shortest Path Bridging-VID
@ Link failure SPVID=20
@ H/W switch-over to backup port

Backbone
lo

Edge Bridge

@ New Shortest Path Tree installation on

new SPVID Backbone
@ When ready, starting to forward on Core Bridge
SPVID
@ Remove old SPVID v Sev o
@ Does the standard allow this ? Dw Edge Bridge

é@
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Data Distribution

SPBV-WR: new link metrics

Shortest Path Bridging-VID

SPVID=10
Backbone
@ Shortest Path # Shortest Delay . dge Bridge
@ Precise knowledge of link delay
@ New metric reflecting link delay ’g‘sﬂ ( 'i]tﬁhl«:i;ak
(upper bound latency of switch) W ™1

Y
&

Backbone

v b4
dCK
WR WR
S9sw 55sw Edge Bridge
B
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Data Distribution

SPBV-WR: new link metrics

Shortest Path Bridging-VID

SPVID=10
Backbone
@ Shortest Path # Shortest Delay dge Bridge
@ Precise knowledge of link delay L.
@ New metric reflecting link delay @ R ('i]t']“l*]‘z;*k
(upper bound latency of switch) 4 itus -
@ Effectively: Shortest Delay Tree f

R W Backbone
SW SW| Edge Bridge
B
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WR @ CERN
0®0000000

WR-based Control and Timing System (concept)

ISOLDE
Data Master

Large Hadron Collider (LHC) ™%

Data Master

Anti-proton Decelerator (AD)
Data Master

Data Master

@ 4 accelerator networks
@ Separate Data Master (DM) for each network

) communicates with other DMs and
control devices in their networks

@ Broadcast/multicast of Control Messages @
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WR @ CERN
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WR-based Control and Timing System (concept)

%

()lhtr
\ud«

Database

Y
I 2000 nodes >
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WR @ CERN
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WR-based Control and Timing System (concept)

ISOLDE
Data Master

Large Hadron Collider (LHC) ™
Data Master

« =2
LHC Injection Chain (LIC)
Data Master

Anti-proton Decelerator (AD)
Data Master

Database - N PC

Y
I 2000 nodes >




WR @ CERN
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Accelerator Networks

“"CCR (Prevessin)

Data Masters (WR Nodes)
LHC LIC AD

ISOLDE ™.

WR Network
Backbone

LIC Network
(Meyrin)

Abbreviations

CCR - CERN Control Room
SW  — White Rabbit SWitch
Node -~ White Rabbit Node
LHC - Large Hadron Collider
LIC - LHC Injection Chain

AD - Antiproton Decelerator
ISOLDE — Isotrope Separator OnLine DEvice
REX - The Radioactive beam Experiment @ ISOLDE
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WR @ CERN
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Accelerator and Auxiliary Networks
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WR @ CERN
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Traffic distribution: VLANS + multicast

Per-accelerator VLANs
VL001 VL002 VL0033 VL004

Shared accelerator VLANs

DM-to-DM VLANs

VL212 L

VLI21 VL123 VLI124

Abbreviations

LIC on Chai REX - The Ri  Experiment
DM Daia Master @ ISOLDE

ite Rabbi



WR @ CERN
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Network Layers

LHC | | LIC AD REX

(node) (node) (node) (node)

Abbreviations
SW  — White Rabbit SWitch = —
LHC - Large Hadron Collider
Layer 3 S LIC - LHC Injection Chain
128-256 SWs AD - Antiproton Decelerator

\\4
ISOLDE - Isotrope Separator OnLine DEvice
— — — — — — — — — REX - The Radioactive beam Experiment fjum s
(@ ISOLDE
Layer 4 5w [Naae] =
2048-4096 SWs @

Maciej te Rabbit 42/50



WR @ CERN
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Data Masters

“"CCR (Prevessin) i ISOLDE
Data Masters (WR Nodes) :

WR Network
Backbone

Timing
Masters

LIC Network
(Meyrin)

Abbreviations

CCR - CERN Control Room

SW  — White Rabbit SWitch
Node — White Rabbit Node
LHC - Large Hadron Collider

LIC - LHC Injection Chain

AD - Antiproton Decelerator

ISOLDE - Isotrope Separator OnLine DEvice
REX - The Radioactive beam Experiment @ ISOLDE
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WR @ CERN
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Multicast for redundant controllers (Data Masters)

@ Broadcast (unregistered multicast)
communication: DM-to-nodes Node
(DM controller)

@ Multicast communication: nodes-to-DM

@ Multicast address used for Data Masters
(DM-A and DM-B)

@ Seamless switch over between DMs:
time-triggered synchronous reconfiguration
of Layer 1 switches

@ Nodes send data to multicast address:
both DMs receive data

@ No need for network reconfiguration when
switching/changing DMs
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Summary
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Latency calculations for CERN

@ Message latency (1000us) # Network
latency

@ Tx/Rx worst case: 5000 bytes =(FEC)=>
8 x 1500 bytes = 2x8x12us ~ 200us

@ FEC encoding = ~ wire speed

@ FEC decoding — good question

@ Medium delay: 10km = ~ 50 us

@ Forwarding delay of 5 hops

@ < 50 us if single source of High Priority
@ < 50us + 2x8x12us = ~ 250us if two
sources of High Priority

@ Worst case sum = 500 us @
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Requirements

Summary
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Requirement CERN | GSI
Synchronization accuracy up to ns
Upper-bound message latency 1000us 200us
Network span 10km 2km
End device number 2000

Control Message size 1200-5000 bytes | < 1500 bytes

Data Master number 4 1

Traffic characteristics one-to-many

Number of CM lost per year 1

Maciej Lipinski

White Rabbit
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Summary
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Latency calculations for GSI

Data End Device

Master Upper bound (Node)

message latench ——2

Buissadoad/Surpuds
Burssadoad/Suiasdaa

(*]

Message latency (200us) # Network latency

Tx/Rx worst case: 1500 bytes =(FEC)=> 4 x 1200 bytes =
2x4x9.4us ~ 75us

@ FEC encoding = ~ wire speed
@ FEC decoding - good question
@ Medium delay: 2km =~ 10 us
o
°

(]

Forwarding delay of 5 hops < 5x10us = 50 us ’
Worst case sum = =~ 135 us @
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Conclusions or rather questions

@ Is what we are considering a crazy implementation of the
standard ?
@ We seem to have an extreme case of Stream Reservation:
@ large number of listeners
@ static Stream Reservation
@ Path redundancy for broadcast/multicast seems especially
challenging
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Thank you
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A twist of history

Frame segmentation (pre-emption)
in the White Rabbit Specification from 2009 4@
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http://www.ohwr.org/projects/white-rabbit/repository/changes/trunk/documentation/specifications/technical_spec/White_Rabbit_spec.pdf

Phase Tracking (DDMTD)

@ Monitor phase of bounced-back clock
@ Enhance PTP timestamps with phase measurement
@ Phase-locked loop in the slave follows the phase changes

clock loopback

uncompensated clock

Ethernet Uplink
i port

recovered clock
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Redundancy for time distribution

“Feedback channel } feedback clk

[DDMTD

{ Reference channe

fclk 1 ‘ Phase and freq| freq error
Tkl » q|_freq
DDMTD error detection | phase error” | <!

-

ref clk N : — Phase ;.md freq| freq .ermr 2
B !

WRPTP phase shift Switch-over
GPS
M M M M
sS pS sS pS
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Topology Redundancy: eLACP (short explanation)

Control Message encoded into 4 Ethernet Frames
(F1,F2,F3,F4). Reception of any two enables to recover Control
Message (Cesar Prados, GSI).

Courtesy of Cesar Prados
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