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•  Service can be very complex, but that is invisible to the users of the 
service. 

•  Imagine MACsec (or something similar) hiding all of the details. 
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You CAN have multiple peers, of course. 
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the rail, the end systems have a TSN Circuit Confluence sublayer (6.5) that merges the streams, and a
Sequence recovery state machine (6.3.2) to eliminate duplicates.

Each of the relay systems in Figure F-6 uses the protocol stack illustrated in Figure F-4.

F.3 Example 3: Multicast trees

Illustrated in Figure F-7 is a multicast Seamless Redundancy application. Each TSN Circuit is a multicast
TSN Circuit. There are two paths to get from the Talker to each Listener; no single failure can disrupt both
paths to any Relay System. Presumably, each Relay System has a TSN Circuit Confluence sublayer (6.5)
and a Sequence recovery state machine (6.3.2) on each port to each listener, so that each listener receives
only one copy of each packet of the TSN Stream.
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Figure F-6—Ladder redundancy
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Figure F-6 Ladder Redundancy 
•  We seem to agree that this is what we want to happen. 
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•  What we’re doing, now, is either chopping the network into pieces, so 
the TSN relay is making (absolutely trivial – in left, out right) routing-type 
decisions . . . 
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•  . . . or we’re double (triple) dipping into the same bridged network, so we 
have to take steps (tunnels) to keep the various conversations separated. 

(That is, we have to ensure that the blue center arrow doesn’t go back to the Talker.) 
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a Sequencing sublayer and a TSN Circuit sublayer that re-encapsulate the packets, marking them all as

belonging to TSN Circuit 26, the same as when the were received.

Finally, the protocol stack in the right-hand End System G is shown in Figure F-5. We assume in this

example that End System G uses IEEE Std 802.1AX Link Aggregation, and that relay systems E and F use

IEEE 802.1AX Distributed Resilient Network Interface (DRNI), in order to make its two physical ports

appear, to the network, to be a single port, even though they are connected to two different relay systems.

The packets on Circuits 15 and 26 are brought together by Link Aggregation. Their circuit_identifier

subparameters are decoded by the TSN Circuit sublayer, the TSN Circuit merging sublayer gives all packets

the same circuit_identifier subparameter. The Sequencing sublayer extracts the sequence_number

subparameters so that the Sequence recovery state machine sublayer can delete the replicates for delivery to

the upper layers.

F.2 Example 2: Ladder redundancy

Illustrated in Figure F-6 is a network implementing “ladder redundancy”. This network will continue to

function in the face of multiple failures, because the stream is repeatedly split and remerged.

In Figure F-6, the talker end system sequences TSN Stream 31, then splits it into two Circuits 26 and 31,

sending one on each of its two ports. The network “ladder” has two “rails,” an upper (Relay Systems B and

D) and a lower (Relay Systems C and E). The “rungs” are the connections B–C and D–E. Each relay system

sends the stream received on the rail from the left both to the right, along the rail, and up or down, over the

rung. It forwards the packets received from the rung only to the right, along the rail. At each output port to

Figure F-4—Protocol stack for relay system F in Figure F-1
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Figure F-5—Protocol stack for End System G in Figure F-1
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•  Problem: Where is the non-TSN traffic in the “TSN relay”? 
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•  One answer: A Non-TSN relay keeps the non-TSN traffic where it belongs. 
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•  Norm’s erroneous thinking:  With “proper layering,” P802.1CB can ignore 
whether it is dealing with bridges or routers. 

•  QUESTION:  Suppose the network uses MAC-in-MAC-in-IPsec-in-VPN?  A 
device near the center has to unravel the whole stack to get to the CB-
tag, and thus tell whether this is TSN traffic or non-TSN traffic. 

•  Obviously, the IPsec would make that impossible. 

•  QUESTION:  What is the non-TSN relay? 
•  A TPMR?  I don’t think we want the “Popeye arm” to intercept xx-0E LLDP PDUs! 
•  A TPMR?  What if the relay system is a router, and not a bridge?  There is no 

equivalent of the TPMR in the routing world. 
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1.  We define, as loosely as possible, the non-TSN relay. 
2.  We decode as much of the stack as necessary to identify our packets and 

deal with them. 
3.  We accept that this is a layer violation, in the same sense that we told 

IEEE 1588 that the transparent clock is a layer violation. 
4.  We change the source MAC address of the regenerated packet, and may 

well change the destination MAC address, also, in order to minimize the 
severity of the violation. 
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•  I conclude that 802.1CB “violates proper layering” when applied to bridging 
and/or routing as they exist, today, and that changing the TSN Circuit at 
each discard point would make the violation less objectionable. 

•  This does not mean that P802.1CB is evil, and must be discarded. 
•  It does suggest that the idea of Seamless Redundancy has issues that will 

hinder its general applicability as a networking technique. 
•  An alternative formulation of Seamless Redundancy that overcomes these 

difficulties would be welcome. 
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Thank you. 


