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Draft revised Recommendation ITU-T G.8275/Y.1369
Architecture and requirements for packet-based time and phase distribution
Summary
Recommendation ITU-T G.8275/Y.1369 describes the architecture and requirements for packet‑based time and phase distribution in telecom networks. The architecture described is mainly applicable to the use of IEEE 1588. Details necessary to utilize IEEE 1588 in a manner consistent with the architecture are defined in other Recommendations.
Keywords
IEEE1588, packet synchronization, phase, time
Introduction
Recommendation ITU-T G.8275/Y.1369 describes the general architecture of time and phase distribution using packet-based methods. This Recommendation forms the base architecture for the development of telecom profiles for time and phase distribution. The architecture described covers the case where protocol interaction is at all nodes, between a packet master clock and a packet slave clock. Details of the necessary profiles are described in other Recommendations.

[bookmark: _Toc379876828][bookmark: _Toc384016780][bookmark: _Toc388267453][bookmark: _Toc388267686]1	Scope
This Recommendation describes the general architecture of time and phase distribution using packet-based methods. This version of the Recommendation focuses on the distribution of time and phase using the standard for precision time protocol (PTP) [IEEE 1588]. The requirements and architecture form a base for the specification of other functionalities that are needed to achieve packet-based time and phase distribution in a carrier environment. The architecture described covers the case where protocol interaction is at all nodes, between a packet master clock and a packet slave clock. Details of the necessary profiles are described in other Recommendations.
[bookmark: _Toc379876829][bookmark: _Toc384016781][bookmark: _Toc388267454][bookmark: _Toc388267687]2	References
The following ITU-T Recommendations and other references contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published. The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation.
[ITU-T G.805]		Recommendation ITU-T G.805 (2000), Generic functional architecture of transport networks.
[ITU-T G.810]	Recommendation ITU-T G.810 (1996), Definitions and terminology for synchronization networks.
[ITU-T G.8260]	Recommendation ITU-T G.8260 (2015), Definitions and terminology for synchronization in packet networks.
[ITU-T G.8261]	Recommendation ITU-T G.8261/Y.1361 (2013), Timing and synchronization aspects in packet networks.
[ITU-T G.8262]	Recommendation ITU-T G.8262/Y.1362 (2015), Timing characteristics of a synchronous Ethernet equipment slave clock.
[ITU-T G.8264]	Recommendation ITU-T G.8264/Y.1364 (2014), Distribution of timing information through packet networks.
[ITU-T G.8265]	Recommendation ITU-T G.8265/Y.1365 (2010), Architecture and requirements for packet-based frequency delivery.
[ITU-T G.8265.1]	Recommendation ITU-T G.8265.1/Y.1365.1 (2014), Precision time protocol telecom profile for frequency synchronization.
[ITU-T G.8271]	Recommendation ITU-T G.8271/Y.1366 (2016), Time and phase synchronization aspects of packet networks.
[ITU-T G.8271.1]	Recommendation ITU-T G.8271.1/Y.1366.1 (2013), Network limits for time synchronization in packet networks.
 [IEEE 1588]	IEEE STD 1588 (2008), Standard for a Precision Clock Synchronization Protocol for Networked Measurement and Control Systems.
[bookmark: _Toc379876830][bookmark: _Toc384016782][bookmark: _Toc388267455][bookmark: _Toc388267688]3	Definitions
The terms and definitions used in this Recommendation are contained in [ITU-T G.810] and [ITU‑T G.8260].
[bookmark: _Toc379876831][bookmark: _Toc384016783][bookmark: _Toc388267456][bookmark: _Toc388267689]4	Abbreviations and acronyms
This Recommendation uses the following abbreviations and acronyms:
APTS	Assisted Partial Timing Support
APTSC	Assisted Partial Timing Support Clock
BC		Boundary Clock
BMCA		Best Master Clock Algorithm
EEC		Synchronous Ethernet Equipment Clock
ESMC		Ethernet Synchronization Messaging Channel
GM		Grand Master
GNSS		Global Navigation Satellite System
HRM		Hypothetical Reference Model
LTE		Long Term Evolution
NTP		Network Time Protocol
OTN		Optical Transport Network
PDV		Packet Delay Variation
PRC		Primary Reference Clock
PRTC		Primary Reference Time Clock
PTP		Precision Time Protocol
PTS		Partial Timing Support
QL		Quality Level
SEC		SDH Equipment Clock
SSM		Synchronization Status Message
SSU		Synchronization Supply Unit
T-BC		Telecom Boundary Clock
T-TC		Telecom Transparent Clock
T-TSC		Telecom Time Slave Clock
TC		Transparent Clock
[bookmark: _Toc379876832][bookmark: _Toc384016784][bookmark: _Toc388267457][bookmark: _Toc388267690]5	Conventions
Within this Recommendation, the term PTP refers to the PTP version 2 protocol defined in [IEEE 1588].
[bookmark: _Toc379876833][bookmark: _Toc384016785][bookmark: _Toc388267458][bookmark: _Toc388267691]6	General introduction to packet-based time/phase distribution
The distribution of accurate time and phase is necessary to support certain telecom-based services and in particular the underlying infrastructure. While traditional network synchronization has relied on the accurate distribution of frequency, evolving wireless networks require the distribution of accurate time and phase.
As the network evolves from a primarily TDM-based network infrastructure to one using packet‑based technology, the ability to distribute synchronization is also changing.
In order to enable timing distribution in packet-based networks, the ITU-T developed specifications ([ITU-T G.8261], [ITU-T G.8262] and [ITU-T G.8264]) for synchronous Ethernet, which allowed the use of the Ethernet physical layer to be used as a mechanism to distribute frequency analogous to the methods used with SDH-based network synchronization. In this regard, synchronous Ethernet, by appropriate specification of network equipment clocks provided support for the existing frequency-based synchronization network over both existing TDM and new packet-based technology.
In the absence of the ability to utilize the physical layer, the ITU also developed Recommendations covering frequency distribution using packet-based methods such as precision time protocol (PTP) and network time protocol (NTP). The use of packet-based methods also enabled new frequency synchronization scenarios to be considered. These, as well as other aspects specific to packet-based frequency distribution, resulted in the development of an architectural specification [ITU‑T G.8265].
This Recommendation describes the architecture for packet-based time and phase distribution.
[bookmark: _Toc379876834][bookmark: _Toc384016786][bookmark: _Toc388267459][bookmark: _Toc388267692]6.1	Requirements for packet-based time and phase distribution
Packet-based mechanisms for time and phase distribution must meet the following requirements:
1)	Mechanisms must be specified to allow interoperability between the various phase/time clocks defined in this architecture.
2)	Mechanisms must permit consistent operation over managed wide area telecom networks.
3)	Packet-based mechanisms must allow the synchronization network to be designed and configured in a fixed arrangement.
4)	Protection schemes used by packet-based systems must be based on standard telecom operational practice and allow telecom time slave clocks (T-TSC) the ability to take phase and time from multiple geographically separate telecom grand master (T-GM) clocks.
5)	Phase/time reference source selection based on received phase/time traceability and local priority should be permitted. Automatic establishment of the phase/time synchronization network topology may also be possible.
[bookmark: _Toc379876835][bookmark: _Toc384016787][bookmark: _Toc388267460][bookmark: _Toc388267693]7	Architecture of packet-based time/phase distribution
In contrast to physical layer synchronization, where the significant edges of a data signal define the timing content of the signal, packet-based methods rely on the transmission of dedicated "event packets". These "event packets" form the significant instants of a packet timing signal. The timing of these significant instants is precisely measured relative to a master time source, and this timing information is encoded in the form of a time stamp, which is a machine-readable representation of a specific instance of time. The time stamp is generated via a packet master function and is carried over a packet network to a packet slave clock.
A protocol is used between the master and the slave clocks in order to adjust for transmission and other delays, resulting in both the master and slave clocks having the same time reference.
As time is the integral of frequency, the time stamps can also be used to derive frequency. This case is covered in [ITU-T G.8265] and [ITU-T G.8265.1].
[bookmark: _Toc379876836][bookmark: _Toc384016788][bookmark: _Toc388267461][bookmark: _Toc388267694]7.1	Packet-based time and phase distribution
A time reference is initially obtained from a primary reference time clock (PRTC). If the time across the system is required to be referenced to UTC or to some other universal standard source of time, the PRTC itself may require a time reference input such as a GNSS signal.
For the purposes of time and phase synchronization transport, the packet master delivers its reference to the packet slave clocks using a packet timing signal (see [ITU-T G.8260]).
In order to achieve better accuracy, protocol-level timing support may be used at the various network nodes. Specifically for the [IEEE 1588] PTP protocol, these intermediate devices are termed boundary clocks (BCs) or transparent clocks (TCs).
The architecture described in this Recommendation describes two cases; the first case is where timing support is provided by all nodes in the network (e.g., T-BCs) with physical layer frequency support ("full timing support to the protocol level" (see [ITU-T G.8260]) and the second case is where intermediate nodes do not provide timing support, but timing support is provided by GNSS at the network edge, with PTP acting as a backup. This is termed assisted partial timing support (APTS). The node providing support at the edge of the network is called an assisted partial timing support clock (APTSC).
Other architectures where not all of the nodes need to provide timing support by participating in the timing protocol are termed "partial timing support to the protocol level" (PTS) (see [ITU‑T G.8260]). Some additional considerations for this topic are documented in Appendix I.
In both types of architectures, physical layer frequency support may be available to stabilize the operation of the T-BCs or T-TCs.
The time-transfer protocol operating between the nodes allows the same time to be recovered or corrected at all nodes participating in the timing protocol, subject to some degradation ().
In some deployments, especially in the access part of the network, it may be convenient to provide timing support from the protocol via T-TC functions. One typical example is in case of microwave connections.
NOTE − The T-TCs are typically connected in tree architectures. Rings composed entirely of T-TCs can raise issues in terms of PTP packets loops.
The general network topology for time/phase distribution from a packet master clock PRTC to a telecom time slave clock (T-TSC) is shown in Figure 1. The synchronization flow is from the master to slave, although the timing messages will flow in both directions. Individual nodes are T-BCs or T-TCs in the case of full support from the network.
NOTE − The following figure does not imply any hypothetical reference model (HRM).
[image: ]
Figure 1 – Time distribution to slave clocks
Additional aspects related to performance are also covered in [ITU-T G.8271] and [ITU‑T G.8271.1].
[bookmark: _Toc379876837][bookmark: _Toc384016789][bookmark: _Toc388267462][bookmark: _Toc388267695]7.2	Time/phase protection aspects
Protection is required in order to optimize the performance of services. Protection is defined as mechanisms that allow maintaining the phase/time reference delivered to the end application (e.g., a base station) to an acceptable level during failure events. It includes redundancy of the phase/time primary reference sources (time-plane rearrangement) and phase/time holdover (time-plane holdover). Protection is described in the next sections in terms of protection of the packet master/PRTC and protection of the packet slave.
7.2.1	Packet master protection
[bookmark: _Toc222892926][bookmark: _Toc222887943][bookmark: _Toc215641202][bookmark: _Toc199036035][bookmark: _Toc191264233][bookmark: _Toc124676696]PRTC location
When considering phase/time distribution, the PRTC functions can be located at different positions, depending on the overall architecture that the network operator wishes to follow. However, these can be summarized into the four generic locations described in this clause.
These are the main scenarios, others may be considered.
Case A: centralized PRTC co-located with a primary reference clock (PRC)


Figure 2 – Architecture with centralized PRTC functions co-located with PRC
Note, this only shows a primary path to the base stations, other protection mechanisms may be present, but are not shown. Some details may be hidden.
This architecture is compatible with PRTC redundancy (e.g., in order to protect against GNSS failures): in case one of the PRTCs fails, another PRTC would deliver the reference to the nodes that have previously been receiving the reference from the PRTC in failure.
Note that this architecture requires the links of the core network to be properly calibrated in order to avoid the accumulation of excessive time error due to link asymmetry.
Case B: centralized PRTC not co-located with PRC


Figure 3 – Architecture with centralized PRTC functions not co-located with PRC
This architecture is also compatible with PRTC redundancy. In addition, the PRTC function may receive a PRC-traceable physical layer frequency reference (e.g., synchronous Ethernet) in order to provide additional protection against GNSS failures, or to participate in the generation of the reference provided by the PRTC under nominal conditions.
Note that this architecture also requires the links of the core network to be properly calibrated in order to avoid the accumulation of excessive time error due to link asymmetry.
Case C: distributed PRTC in aggregation sites


Figure 4 – Architecture with PRTC functions distributed in aggregation sites
In this architecture, the PRTC function is located in an aggregation site; typically, a GNSS receiver is added to one of the last synchronization supply units (SSUs) of the physical layer frequency chain. This implies the deployment of a higher number of GNSS receivers than in the centralized PRTC architecture. However, the advantage is that the links of the core network do not have to be calibrated to compensate for the link asymmetry.
PRTC redundancy schemes are not always compatible with this architecture, especially when considered between different aggregation sites; indeed, there is in general no direct connectivity between these aggregation sites.
When PRTC redundancy is considered between different aggregation sites, it implies that some nodes of the core network would support PTP clocks (e.g., T-BC to be supported by the nodes between the PRTC functions), as well as proper calibration of some of the links of the core network.
When PRTC redundancy is not used, it is recommended that GNSS failures would be secured by other means; typically, the use of a PRC-traceable physical layer frequency reference delivered to the PRTC function allows extending the phase/time holdover period during GNSS failures.
Case D: distributed PRTC at the cell sites


Figure 5a – Architecture with PRTC functions distributed at cell sites
In this architecture, the PRTC function is now located directly at the cell site; typically, a GNSS receiver is directly connected to the base stations. This implies deployment of a higher number of GNSS receivers than in the "centralized PRTC" and "distributed PRTC in an aggregation site" architectures. However, the advantage is that the links of both the core and backhaul networks do not have to be calibrated to compensate for the link asymmetry.
PRTC redundancy schemes are not compatible with this architecture between different cell sites. It is therefore recommended that GNSS failures would be secured by other means; typically, the use of a PRC-traceable physical layer frequency reference delivered to the PRTC function allows extending the phase/time holdover period during GNSS failures.
The use of T-GM to distribute phase/time between different cell sites is for further study.
Case E: APTSC at the cell sites with distributed PRTC+GM protection in aggregation sites
[image: ]
Figure 5b – APTS architecture with PRTC functions distributed in aggregation sites
In this architecture, the APTSC function is located directly at the cell site; in addition PRTC+GMs are located at the aggregation sites and distribute PTP streams to the APTSCs. These PTP streams are used by the APTSC in case of PRTC/GNSS outage. This architecture implies deployment of a higher number of GNSS receivers than in the "centralized PRTC" architectures. But the PTP unaware or partially aware networks can be kept as short as possible in order to decrease the asymmetry and PDV introduced by the network.
Case F: APTSC at the cell sites with distributed PRTC protection at cell sites
[image: ]
Figure 5c – APTS architecture with PRTC+GM functions distributed at cell sites
In this architecture, the APTSC function is located directly at the cell site; in addition GMs are located at selected cell sites and distribute PTP streams to the adjacent APTSCs. These PTP streams are used by the APTSC in case of a PRTC/GNSS outage. This architecture implies deployment of a higher number of GNSS receivers than in the "centralized PRTC" architectures, but the PTP unaware or partially aware networks can be kept as short as possible in order to decrease the asymmetry and PDV introduced by the network. In addition the GNSS signal available to the APTSC in the cell site is used by the collocated GM.
Applicable PRTC models depending on PRTC location
The first PRTC model, illustrated in Figure 6, where no physical layer frequency input is present, may be applicable to Case A introduced earlier. It corresponds to the case where PRTC and PRC functions are merged in the same equipment and coherency between the frequency and phase/time planes is therefore ensured.


Figure 6 – PRTC model with no physical layer frequency input
NOTE − In addition to being connected to a T-GM, a PRTC may be connected to a T-BC by the 1pps+ToD interface. This is useful for some applications such as achieving protection in ring network, see Appendix II.
The second PRTC model, illustrated in Figure 7, where a physical layer frequency input is present and may be applicable to the Cases A, B, C, and D introduced earlier. It corresponds to the case where PRTC and PRC functions are implemented in separate equipment and coherency between the frequency and phase/time planes is not always ensured.


Figure 7 – PRTC model with a physical layer frequency input
NOTE − In addition to being connected to a T-GM, a PRTC may be connected to a T-BC by the 1pps+ToD interface. This is useful for some applications such as achieving protection in ring network, see Appendix II.
The case where the PRTC and T-GM are combined is shown in Figure 8. Note that the Ethernet interface that supplies PTP may also supply frequency (i.e., it operates as a synchronous Ethernet interface).


Figure 8 – Combined PRTC and T-GM
7.2.2	Packet slave protection
This clause deals with the various schemes that may be considered for providing redundancy in the distribution of a time synchronization reference.
Three protection scenarios for phase/time synchronization of the packet slave are described. The scenarios are:
1)	phase/time long-term holdover with physical layer frequency synchronization support; 
2)	switching to a backup reference with physical layer frequency synchronization support; 
3)	switching to a backup reference without physical layer frequency synchronization support.
Protection scenarios 2 and 3 involve time-plane rearrangements, while protection scenario 1 involves time-plane holdover. In protection scenario 2, the frequency reference during the rearrangement is provided via physical layer support, i.e., synchronous Ethernet. In protection scenario 3, the frequency reference during the rearrangement is provided via the end application clock in holdover. In protection scenario 1, the phase/time holdover is provided by physical layer support.
The three scenarios are described in the following subclauses.
7.2.2.1	Protection scenario 1
Protection scenario 1 involves holdover with physical layer frequency support (i.e., synchronous Ethernet), where the period of holdover is generally much longer than the period of the rearrangement of protection scenario 2 (see clause 7.2.2.2). Three sub-scenarios may be considered for protection scenario 1. It is assumed that there is no backup master in this case:
a)	Scenario 1.1: The synchronous Ethernet reference used during holdover is available at the end application.
b)	Scenario 1.2: The synchronous Ethernet reference used during holdover is available at the PRTC, and it is the PRTC that enters holdover by losing its GNSS reference. The end application receives its timing from the PRTC via PTP.
c)	Scenario 1.3: The synchronous Ethernet reference used during holdover is available at the PRTC, and it is the PRTC that enters holdover by losing its GNSS reference. The end application is collocated with and receives its timing directly from the PRTC.
Three holdover periods are of interest for protection scenarios 1.1, 1.2 and 1.3:
1)	short holdover period, on the order of minutes (e.g., up to 5 minutes maximum);
2)	long holdover period, on the order of hours (e.g., up to 8 hours); 
3)	very long holdover periods, on the order of days (e.g., up to 3 days).
The short holdover period is assumed to cover cases where the GNSS signals become unavailable for a short period of time. The long holdover period is assumed to cover cases where the GNSS signals remain unavailable for a longer period of time, possibly without the need for an on-site operator intervention. The very long holdover period cover the cases of very long failures, for which an on-site operator intervention is necessary.
Protection scenario 1.1 is illustrated in Figure 9. In this protection scenario, the phase/time synchronization path fails and the end application (e.g., the base station) is informed that the reference signal is no longer traceable to a PRTC so that it would switch to holdover. Note that relying on only a free-running local clock, even of good quality, may not allow addressing the long and very long holdover periods mentioned above. Instead, the local clock in the end application must be locked to an accurate and stable physical layer frequency reference, such as synchronous Ethernet. 
The phase/time long term holdover function is assumed to be supported in a PTP clock capable of adequately filtering the noise that may be present on the synchronous Ethernet reference. The same function can be used in a base station receiving both a 1PPS input signal and a synchronous Ethernet reference. During the holdover period, any timing signal delivered to the application by PTP is not used.


Figure 9 – Illustration of protection scenario 1.1 at the T-TSC (phase/time long-term holdover at the T-TSC embedded in the end application)
Protection scenario 1.2 is illustrated in Figure 10. In this case, the phase/time long-term holdover function is supported by the PRTC/T-GM. Like protection scenario 1.1, this holdover function includes a clock that is capable of providing a high quality frequency reference (e.g., high quality local oscillator or EEC). When the PRTC connected to the T-GM has lost its reference (e.g., GNSS signal is lost), the PRTC may continue to deliver time synchronization using this frequency reference.


Figure 10 – Illustration of protection scenario 1.2 at the PRTC/GM, (phase/time long-term holdover at the PRTC/GM, with the PRTC/GM not collocated with the end application)
Protection scenario 1.3 is illustrated in Figure 11. In this case, as in protection scenario 1.2, the phase/time long-term holdover function is supported by the PRTC, which is also assumed to have a good oscillator embedded, for instance, in case of problems with the GNSS signals reception. When the PRTC has lost its reference (e.g., GNSS signal is lost), the PRTC may continue to deliver time synchronization either using the internal oscillator or using external frequency synchronization reference (e.g., synchronous Ethernet). However, now the PRTC is collocated with the end application.


Figure 11 – Illustration of protection scenario 1.3 at the PRTC (phase/time long-term holdover at the PRTC, with the PRTC collocated with the end application)
7.2.2.2	Protection scenario 2
Protection scenario 2 is illustrated in Figure 12. In this protection scenario, a telecom boundary clock (T-BC) in the chain detects a failure in the primary PTP phase/time synchronization path, e.g., it stops receiving PTP time-stamp messages on its slave port or information on the signal indicates a degraded reference. This T-BC informs the downstream PTP clocks (T-BC, T-TSC) that the reference is no longer traceable to a PRTC. This triggers the BMCA and a new PTP path is determined.


Figure 12 – Illustration of protection scenario 2 (switching to a backup reference with physical layer frequency synchronization support)
Just after the failure has been detected, the end application (e.g., a base station) is therefore informed that the reference signal is no longer traceable to a PRTC and switches to holdover. It may take some time to propagate this information down the chain, depending on the position of the T‑BC which has detected the failure. The local clock in the end application is locked to an accurate and stable physical layer frequency reference, such as synchronous Ethernet, since this support is used.
The best master clock algorithm (BMCA) is run in order to determine a new PTP synchronization path.
The phase/time holdover function is assumed to be supported in the T-TSC embedded in the base station. The same function can be used in a base station receiving both a 1PPS input signal and a synchronous Ethernet reference (in this case, the 1PPS signal should be squelched during the failure).
The T-BC must be able to inform about the loss of PRTC traceability.
7.2.2.3	Protection scenario 3
Protection scenario 3 is illustrated in Figure 13. In this protection scenario, a T-BC in the chain detects a failure in the primary PTP phase/time synchronization path, e.g., it stops receiving PTP time-stamp messages on its slave port or information on the signal indicates a degraded reference. This T-BC informs the other PTP clocks of the chain downstream (T-BC, T-TSC) that the reference is no longer traceable to a PRTC. 
It may take some time for the information of the failure to propagate down the chain, depending on the position of the T-BC which detected the failure. Once the T-TSC is informed of the upstream failure, it enters holdover.
The holdover in the end application is based on a local clock of good quality not locked to an external reference, since the physical layer frequency synchronization support is not available. During the holdover period, any timing signals delivered to the end application by PTP are not used.
The best master clock algorithm (BMCA) is run in order to determine a new PTP synchronization path.
The holdover function is assumed to be supported in the T-TSC embedded in the base station. The same function can be used in a base station receiving a 1PPS input signal (in this case, the 1PPS signal should be squelched during the failure).
The T-BC must be able to inform about the loss of PRTC traceability.


Figure 13 – Illustration of protection scenario 3 (switching to a backup reference without physical layer frequency synchronization)
[bookmark: _Toc379876838][bookmark: _Toc384016790][bookmark: _Toc388267463][bookmark: _Toc388267696]7.3	Packet network partitioning
Operation over multiple domains may need to be considered, especially in the case of the mobile backhaul. This is for further study.
[bookmark: _Toc379876839][bookmark: _Toc384016791][bookmark: _Toc388267464][bookmark: _Toc388267697]8	Security aspects
Unlike traditional timing streams where frequency is carried over the physical layer, packet-based timing streams may be observed at different points in the network. There may be cases where timing packets flow across multiple network domains which may introduce specific security requirements. There may also be aspects of security that may be related to both the network (e.g., authentication and/or authorization) and to the PTP protocol itself.
It is important to permit the operation with existing standards-based security techniques to help ensure the integrity of the synchronization. Examples may include encryption and/or authentication techniques, or network techniques for separating traffic, such as VLANs or LSPs.
It may not be possible to implement some of these requirements without actually degrading the overall level of timing or system performance.
Certain aspects of security are for further study; however some critical aspects are:
	Slaves should be prevented from connecting to rogue masters (this could be either by an authentication process or by using network separation to prevent rogue masters from accessing slaves).
	A BC port that is connected to a "customer" must never enter a slave state.
	Masters should be prevented from providing services to unauthorised slaves.
[bookmark: _Toc379876840][bookmark: _Toc384016792][bookmark: _Toc388267465][bookmark: _Toc388267698]9	Management aspects
Network management aspects are for further study.


[bookmark: _Toc379876841][bookmark: _Toc384016793][bookmark: _Toc388267466][bookmark: _Toc388267699]Annex A

Time/phase models based on ITU-T G.805
(This annex forms an integral part of this Recommendation.)
[ITU-T G.8264] provided descriptions of timing flows related to packet network synchronization. Specifically, timing flows were shown that cover the case of circuit emulation and physical layer frequency synchronization based on synchronous Ethernet.
This annex shows the timing flows appropriate to packet-based time mechanisms.
Network models help to ensure that interoperable systems can be developed. What follows is a discussion of [ITU-T G.805] as a modelling technique, as this is what was used in the initial development of [ITU-T G.8264]. [ITU-T G.805] has been used for many years to describe the behaviour of TDM systems. Since the development of [ITU-T G.8264], further work has been undertaken within ITU-T to extend the models to cover packet networks. However, for the purposes here, it is sufficient to refer to the ITU-T G.805 models.
[ITU-T G.805] provides the modelling "language" to describe transport networks and it describes at the high level, the functional blocks that form a transport network. These define the overall "architecture" in a manner that is implementation independent. A key aspect of the architecture is the concept of network layers. Typically, networks are managed on a per-layer basis, and interactions between the layers follow client/server relationships. For telecom applications, OAM is defined on a per-layer basis.
For a modelling construct such as [ITU-T G.805], a key aspect of the model is that there are well‑defined interactions between functions. Common constructs in [ITU-T G.805] models include trails (which support the end-to-end transfer of information and the various adaptation, termination and connection functions). Note that the newer ITU-T models to define packet networks describe "flows". The work in [ITU-T G.8264] had anticipated this and thus it described timing flows.
The major benefit of architectural modelling is that if properly specified and followed, functional interactions are fully understood from the network level and therefore a complete specification of equipment consistent with the capabilities of the network is possible. Additionally, this results in a network that has a high level of interoperability and is fully manageable.
The model to support time/phase
Extension of the [ITU-T G.8264] models to cover time/phase becomes conceptually straightforward and is shown in Figure A.1. Here the output of the adaptation function is time/phase. The format of time/phase is not considered at this point. The important aspects are that the input to the source adaptation function must have additional information (time/phase), rather than simply a frequency reference. The information that is carried across the network remains, from the network perspective, the same as in the frequency only case. The network carries PTP packets. The adaptation functions would be responsible for producing the appropriate outputs. Note that this only shows the timing path and traverses multiple packet network elements. Note that this is illustrative of the model only.
Also note that in the case where frequency output is also required, this could be via the adaptation function. For simplicity, this is not shown in the figure, but it could be described (i.e., and additional frequency output could be provided).


Figure A.1 – Extension of basic ITU-T G.8264 model to support time/phase
Packet time/phase with frequency support by the network
Figure A.2 shows how time/phase can be assisted with frequency. In this specific example, the frequency reference is provided via synchronous Ethernet. A similar model could be developed where the input is via an external interface. Note that this model begins to illustrate the independence of time/phase with frequency.


Figure A.2 – Time/phase with frequency support provided by the network
(e.g., synchronous Ethernet)


Annex B

Inclusion of an external phase/time interface on a PTP Clock
(This annex forms an integral part of this Recommendation.)
This annex describes the model for inclusion of a unidirectional, external phase/time interface on a PTP clock.   The high-level principles are introduced in this annex.
An input virtual PTP port is associated to the external phase/time input (e.g., coming from a PRTC) of the PTP clock, in order to allow this external interface to participate in the PTP protocol.   As an input, this external port can participate in the source selection with an associated virtual Erbest.
Not all parameters supported by the virtual PTP port are required to be supported by the PTP clock.    The parameters grouped as Locally Set are not carried across the external phase/time interface, but set internal to the equipment.  The parameters supported by a virtual PTP port are listed below.
· Time Properties Data Set
· Leap61
· Leap59
· currentUtcOffsetValid
· ptpTimescale
· timeTraceable
· frequencyTraceable
· timeSource
· currentUtcOffset
· Parent Data Set
· grandmasterIdentity
· grandmasterClockQuality
· clockClass
· clockAccuracy
· offsetScaledLogVariance
· grandmasterPriority1
· grandmasterPriority2
· Other Parameters
· stepsRemoved
· versionPTP
· domainNumber
· Time of Day
· Locally Set
· Signal Fail (SF)
· localPriority
· portNumber

NOTE1 - The stepsRemoved attribute must be set to zero in the case a PRTC is connected to the external phase/time interface. 
NOTE2 - The Signal Fail (SF) is a local property of the PTP clock.  SF is set to TRUE when the PTP clock determines the virtual PTP port input (e.g. 1PPS, GNSS) is not useable. When SF is TRUE the portDS.SF parameter is set to TRUE.
NOTE3 - When the virtual PTP port is a local physical clock source, such as GNSS, the grandmasterIdentity assigned to the virtual PTP port is the clockIdentity of the PTP clock itself. 
NOTE4 - The portNumber assigned to the virtual PTP port is set to a value different from the portNumber values already assigned to the other PTP ports of the PTP clock.


[bookmark: _Toc379876842][bookmark: _Toc384016794][bookmark: _Toc388267467][bookmark: _Toc388267700]Appendix I

Architecture for time and phase distribution over a packet network providing partial timing support at the protocol level
(This appendix does not form an integral part of this Recommendation.)
This appendix describes an alternative to the architecture for time and phase distribution using full timing support described in this Recommendation, where not every network element is required to provide timing support. It will operate over a unicast IP network, in a similar manner to the existing frequency distribution architecture, but adapted to carry time and phase, as well as frequency. The architecture and its associated PTP profile are still under development and the accuracy and stability of time and phase distribution using this architecture is not yet known.
This future architecture is expected to address use cases where the operator wants to distribute accurate time and phase over an existing network and cannot upgrade the network to provide timing support in every network node. Additionally, a portion of the network may be provided by a third party and outside the administrative scope of the primary operator. The performance aspects and impacts of these use cases are still under study.
This appendix presents the initial concepts.
[bookmark: _Toc379876843][bookmark: _Toc384016795][bookmark: _Toc388267468][bookmark: _Toc388267701]I.1	Architecture for partial timing support 
The following four architectural aspects are covered in this appendix:
	General packet-based timing distribution architecture
	Timing protection aspects and functions
	Partitioning across multiple administrative domains
	Use of multiple underlying technologies
I.1.1	Timing distribution architecture
[ITU-T G.8265] describes an architecture for frequency distribution using packet timing protocols. In this architecture a frequency reference is connected to a packet master clock and distributed to the packet slave clocks using packet timing signals. The packet network itself is "timing unaware", i.e., it does not contain any elements that provide assistance or correction to the packet timing signals.
The same method can be considered and adapted to distribute time and phase to the packet slave clocks. This requires changing the frequency reference to a time reference derived from a PRTC (primary reference time clock (PRTC), normally a GNSS receiver referencing time back to UTC). It also requires the timing protocol to operate in two-way mode, i.e., to send event messages in both directions. If the PTP protocol is used, this means using both sync and delay_request messages.
The applications requiring accurate time and phase distribution described in [ITU-T G.8271] place a much more stringent requirement on the network and packet slave clock performance than for frequency distribution. The objective is to address some of the classes described in [ITU-T G.8271]. To achieve this, it may be required to reduce the number and type of network elements that can be traversed compared to [ITU-T G.8265.1]/[b-ITU-T G.8261.1] while still meeting the performance requirements.
There are two main ways to accommodate this reduction:
	Use boundary clocks to break the network up into smaller segments (boundary clocks recover and filter the timing from the original packet timing signal and generate a new packet timing signal to forward the timing downstream).
	Move the PRTC and packet master clock closer to the packet slave clock (i.e., a more distributed architecture).
These approaches are shown in Figure I.1:


Figure I.1 – Modified architecture to support time and phase distribution
In both cases, the stability and performance of the boundary clocks and packet slave clocks may be enhanced by provision of a stable physical layer frequency reference, such as synchronous Ethernet, if available, as shown in Figure I.2:


Figure I.2 – Use of physical layer frequency reference (if available)
It should be noted that the specification of the boundary clock in Figure I.2 is not identical to the boundary clock for full timing support. Similarly, the specification of the packet slave clock in Figure I.2 is not the same as the packet slave clock for full timing support or the packet slave clock for frequency described in [b-ITU-T G.8263].
Performance specifications for the clocks described in this appendix are for further study.
I.1.2	Timing protection aspects
One method of providing protection in case of network failure is to provide access to an alternative packet master clock or boundary clock. The details of the master selection mechanism are under study.
A second method of protection is based on the use of a frequency reference (if available) to maintain the time base of the various clocks. For example, [b-ITU-T G.8272] describes the use of a frequency reference (such as synchronous Ethernet) to maintain the PRTC output during periods when the GNSS signal is unavailable.
This method can be applied to both the boundary clock and the packet slave clock. A physical layer frequency reference, if available, can be used to maintain the time output of the boundary clock and/or packet slave clock during periods when the packet timing signal is either unavailable or unusable. This is shown in Figure I.3:


Figure I.3 – Protection using physical layer frequency references
I.1.3	Partitioning across multiple administrative domains
In some cases, operators purchase services from other operators in order to provide access to remote equipment or networks. The use of the partial timing support architecture permits the distribution of time and phase across such alternative access vendors, even where such vendors may not provide timing support, although the performance of such timing distribution schemes may be undefined.
For example, Figure I.4 shows an example of such an alternative access provision. In this example, a boundary clock is used to ensure a clean hand-off point to the second network operator.


Figure I.4 – Timing transmission over a second operator's network
Passing accurate phase/time between administrative domains is for further study. Issues surrounding the demarcation of the packet timing flow and the transferred performance between operators may exist. It may be difficult to determine the location of performance problems especially if the packet timing is passing through multiple administrative domains.
When multiple administrative domains are involved, other methods may be required to deliver accurate phase/time reference to the mobile network operator. For instance, a carrier operator may provide a phase/time reference as a service. The details of these other methods are for further study.
I.1.4	Use of multiple underlying technologies
Packet networks are built on a number of different underlying technologies. Some technologies not only create packet delay variation (PDV), but also introduce significant asymmetry or difference in delay between the forward and reverse paths. If uncorrected, this asymmetry will cause an error in the packet slave clock's estimate of the correct time or phase. 
Where such technologies are used, it will be necessary to verify that they are suitable for accurate time and phase transfer, or that appropriate timing support has been built into the equipment. Details of the PDV and asymmetry contributions of individual transport technologies and their suitability for accurate time and phase distribution are for further study.
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An example of PRTC switching by the BMCA in a ring network
(This appendix does not form an integral part of this Recommendation.)
Figure II.1 and Figure II.2 in the following show the application scenario. In the figures, the working PRTC has higher priority than the back-up PRTC.
Normally, the working PRTC (i.e., PRTC-1) sends frequency via a 2048 kHz or 2048 kbit/s signal and phase/time via a 1PPS + ToD signal to the T-BC that it is connected to. This T-BC is the GM, and all the network elements including the T-BC connected to the back-up PRTC (i.e., PRTC-2) track the phase/time of the working PRTC, as shown in Figure II.1.
[image: ]
Figure II.1 − Normal state (T-BC connected to working PRTC is working as a GM)
If, at some time, PRTC-1 is degraded (e.g., the GNSS signal is lost), or the connection between PRTC‑1 and the T-BC it is connected to fails, PRTC-2 becomes the working PRTC. All the network elements will then track the phase/time of PRTC-2, and the T-BC initially connected to PRTC-1 will no longer be the GM, as shown in Figure II.2.
[image: ]
Figure II.2 – Abnormal state (the working PRTC has failed)
The above operation can be obtained using the BMCA by setting the clockClass of PRTC-1 and PRTC-2 to 6 when they are operating normally (i.e., when they are traceable to a GNSS) and setting priority2 for PRTC-1 to be better (i.e., to have a smaller value) than priority2 for PRTC-1. Both PRTC-1 and PRTC-2 are attached to the respective T-BCs via virtual PTP ports (see [b‑ITU‑T G.8275.1]), and the respective PTP attributes, which include clockClass and priority2 are transferred via the 1PPS+ToD interfaces to the virtual PTP ports (see [ITU-T G.8271]). With these values for clockClass and priority2 (and with clockAccuracy and offsetScaledLogVariance of PRTC‑1 and PRTC-2 the same) PRTC-1 will win the BMCA when it is operating normally because its clockClass will be the same or better than the clockClass of PRTC-2 and its priority2 will be better than the priority2 of PRTC-2. If PRTC-1 degrades, its clockClass will be worse than that of PRTC-2 and PRTC-2 will win the BMCA. If PRTC-1 is lost (i.e., the connection from PRTC-1 to the T-BC it is attached to is cut), there will be no input to the virtual PTP port and PRTC-2 will win the BMCA.



Appendix III

Generic IWF PTP Clock
(This appendix does not form an integral part of this Recommendation.)
It some deployment scenarios an inter-working function may be used to translate between different segments of a network that are running different PTP profiles.  An example is shown below in Figure III.1 where an inter-working function (IWF), containing a T-BC among other functions, would be needed to translate from the full timing support profile ([b-ITU-T G.8275.1]) to the partial timing support ([b-ITU-T G.8275.2]) going downstream from the T-GM towards the End Application.


Figure III.1:  Deployment Case Requiring IWF
A model for the IWF is shown in Figure III.2.   This IWF uses a Virtual PTP port to inter-connect PTP clocks from different PTP profiles.  The IWF consists of several aspects.
· PTP Clock, running Profile A
· Several PTP Ports
· Output Virtual PTP Port
· PTP Clock, running Profile B
· Several PTP Ports
· Input Virtual PTP Port
· Profile Translator
[image: ]
Figure III.2: Model of Telecom Profile IWF Clock
A typical scenario would have a uni-directional timing service flowing from one profile (profile A) to the other profile (profile B).  The performance of such a clock may be defined in a recommendation, and may be built as a slave clock of profile A and a master clock of profile B.   Continuing the description of the typical scenario, the PTP clock configured with profile A would operate as a Slave-Only clock, while the PTP clock configured with profile B would operate as a Master clock with masterOnly PTP ports.



Appendix IV

Use cases for mapping from PTP clockClass values to Quality Levels
(This appendix does not form an integral part of this Recommendation.)
This appendix provides the use cases for mapping from PTP clockClass values to quality levels for use by SSM and ESMC when using PTP time profile for frequency recovery.
(1) Use case I
Due to the evolution from 3G to 4G, base stations of different generations coexist. In some situations, two different base stations, such as one WCDMA station and one LTE station are connected to the same node. As shown in Figure IV.1, one WCDMA station and one LTE station are connected to the same one [b-ITU-G.8275.2] T-TSC-P/ T-TSC-A node. The WCDMA station requires frequency signal from the T-TSC-P/ T-TSC-A node. However, in the scenario of partial-PTP timing support, the node can only get PTP messages through the middle network that does not support PTP function and SyncE function. Therefore, to provide frequency signal to the WCDMA station, the T-TSC-P/ T-TSC-A node has to transform the PTP clockClass values into quality levels. In this case, the mapping from PTP clockClass values to quality levels is required.


Figure IV.1 - Use case I
(2) Use case II
In order to provide frequency and time service to a local network area (e.g. to deploy the small cells in a building) and meet the stringent accuracy requirement, one possible convenient solution is to deploy a boundary clock with GNSS input close to access network area rather than rely on the grandmaster in the core network.
This kind of boundary clock with GNSS input usually supports at least two kinds of input sources: GNSS or PTP input from the upstream network. The boundary clock with GNSS input also provides the PTP output and frequency output (e.g. SyncE or 2048 kHz/2048 kbit/s) simultaneously, to support various applications. 
When the boundary clock with GNSS input chooses the PTP input and provides the frequency output, it should support transforming the PTP clockClass values into quality levels. For example, in Figure IV.2, the boundary clock with GNSS input is deployed close to small cells and provides services for users within certain area. The boundary clock with GNSS input may get time source via a full-PTP or partial-PTP path. At the same time, the boundary clock with GNSS input offers time and frequency services to small cells. To provide frequency service for small cells, the mapping from PTP clockClass values to quality levels is also required for the boundary clock with GNSS input.





Figure IV.2 -Use case II
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