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4 Device Model of Bridged End Stations 52 

4.1 Terms and Definitions 53 

Important terms and definitions given in IEEE Std 802.1AB-2016 

system A managed collection of hardware and software components incorporating one or 
more chassis, stations and ports 

chassis A physical component incorporating one or more IEEE 802® LAN stations and their 
associated application functionality. 

Important terms and definitions given in IEEE Std 802-2014: 

station An end station or bridge. 

bridge A functional unit that interconnects two or more IEEE 802® networks that 
use the same data link layer (DLL) protocols above the medium access 
control (MAC) sublayer, but can use different MAC protocols. Forwarding 
and filtering decisions are made on the basis of layer 2 in formation. 

end station A functional unit in an IEEE 802® network that acts as a source of, and/or 
destination for, link layer data traffic carried on the network.  

Important terms and definitions given in IEEE Std 802.1Q-2018: 

Bridge A system that includes Media Access Control (MAC) Bridge or Virtual Local 
Area Network (VLAN) Bridge component functionality and that supports a 
claim of conformance to Clause 5 of IEEE Std 802.1Q-2018 for system 
behavior. 

 54 

4.2 Bridged End Station IA-Devices 55 

IA-devices very often include an end station component together with a Bridge component in 56 

one chassis. This kind of device is called bridged end-station. But even more complex IA-57 

devices with multiple end station and Bridge components within one station and chassis can be 58 

found in industrial automation. The various components are connected by internal Ports and 59 

internal LANs. Figure 1 shows an example IA-device with two Bridge components and three 60 

end station components. All components are attached to one common management entity.  61 
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 62 

Figure 1 – complex IA device example 63 

4.3 Topology discovery and verification requirements 64 

4.3.1 Topology discovery 65 

Machine electrical engineering includes the definition of the machine internal network topology 66 

including the assignment of names to stations, ports, and links. 67 

Topology discovery must support in a vendor/organization independent way reporting of: 68 

• CAE/CAD (e.g., EPLAN) defined human readable station, port, and link names to ensure 69 

that production planning and installation are identical.  70 

o Station names are usually written on a title block or printed on a sticker. 71 

o Port names (e.g. X1P1) are usually printed on the chassis of a station. 72 

o Link names are usually fastened as a label to the cables. 73 

Maintenance staff (electricians) uses the human readable names of stations, ports, and links to 74 

easily identify failed stations, ports, or links. 75 

The LLDP port-id can e.g., be used to convey the station and port names. 76 

The topology discovery function within a Topology Discovery Entity (TDE) must be able to detect 77 

the following additional data, which is used by NPE and CNC for networking provisioning and 78 

stream establishment, from any IA device: 79 

• Bridge or end station components with their names, 80 

• external ports with their names and with their relation to the components,  81 

• internal ports with their relation to the components, and  82 

• internal LANs with their relation to internal ports.  83 
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4.3.2 Topology verification 84 

Topology verification is an important use case in industrial automation. Checking discovered 85 

topologies against engineered topologies must be possible. The check includes the involved 86 

stations, ports, and links. 87 

• Engineered topologies are based on data sheet provided information. This information 88 

together with the CAE/CAD assigned human readable names is used to create the 89 

reference topology for verification. 90 

• Repair and replacement of a station shall not require an update of the reference topology 91 

for verification – or produce a verification error. 92 

4.4 YANG models 93 

The Bridged end station device model includes references to  the IEEE 802.1Q YANG model 94 

and to the IEEE 802.1AB YANG model. 95 

4.4.1 IEEE 802.1Q YANG model 96 

Figure 2 shows the hierarchical structure that incorporates the IEEE 802.1Q YANG models . 97 

 98 

Figure 2 – Generic IEEE 802.1Q YANG Bridge management model 99 

 100 

The 802.1Q Bridge model and the Bridge Port augmentation of the IETF Interface Management 101 

model are used for Bridged end station management.  102 

4.4.2 IEEE 802.1Q Bridge management model 103 

The 802.1Q Bridge model organizes a Bridge as a list of components (see IEEE 802.1Qcp-104 

2018 Figure 48-4), where each component is identified by its unique component name (see 105 

Figure 3). 106 
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 107 

Figure 3 –IEEE 802.1Q YANG Bridge management model 108 

Various component types are defined, to classify a particular Bridge component - including the 109 

c-vlan-component type. 110 

<MIBs: The ieee8021BridgeBaseTable of the IEEE8021-BRIDGE-MIB contains generic information about 111 

every component, where each component is identified by its unique componentId .> 112 

4.4.3 IEEE 802.1Q Bridge Port management model 113 

The YANG model of IEEE 802.1Qcp-2018 models Bridge Ports as augmentation of the generic 114 

IETF Interface Management data model (ietf-interfaces) defined in RFC 8343. An 115 

interface is identified by its unique interface name. The bridge-port augmentation includes the 116 

name of the component to which the port belongs. Figure 4 shows an excerpt of the UML 117 

representation of this model. 118 

 119 

Figure 4 –IEEE 802.1Q YANG Bridge Port management model 120 

<MIBs: The ieee8021BridgeBasePortTable of the IEEE8021-BRIDGE-MIB contains generic information, 121 

about every port of a Bridge. Each Port is identified by the unique tuple: componentId/portNumber. >  122 
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4.4.4 IEEE 802.1AB YANG model 123 

Figure 5 shows the hierarchical structure that incorporates the IEEE 802.1AB YANG model. 124 

name
 125 

Figure 5 – Generic IEEE 802.1AB YANG model 126 

Different to the 802.1Q Bridge port management model the LLDP Port model does not augment 127 

the IETF Interface Management model but uses the name of the associated interface as a 128 

common key to the LLDP port list. 129 

4.5 Internal LAN connection model 130 

IEEE 802.1Q Figure 17-1 describes a concept to model internal connections between C-VLAN 131 

components with the help of the IETF interface objects and definitions. Figure 6 shows this 132 

concept from IEEE 802.1Q. 133 
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 134 

Figure 6 – C-VLAN component internal LAN managed system 135 

 136 

The internal LAN connection model comprises three configuration steps: 137 

- The internal Ports of the C_VLAN components are modeled as Bridge ports and 138 

interfaces with ifType=209 (transparent bridge interface). 139 

- An additional I-LAN interface is created with ifType=247 (Internal LAN on a 140 

bridge per IEEE 802.1ap). 141 

- The I-LAN interface references the Bridge interfaces of the connected C_VLAN 142 

components as lower-layer-if, and 143 

the Bridge interfaces of the connected C_VLAN components reference the I-LAN 144 

interface as higher-layer-if. 145 
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4.6 Topology discovery of complex IA-devices 146 

The device discovery function is based on the LLDP local system and port data. 147 

Basic LLDP local system data provides the chassis-id value and two lists of supported and 148 

enabled system capabilities. Figure 7 shows the YANG data scheme definition of local-system-149 

data as defined in IEEE P802.1ABcu D1.7. 150 

+--ro local-system-data 151 

| +--ro chassis-id-subtype?  ieee:chassis-id-subtype-type 152 

| +--ro chassis-id?    ieee:chassis-id-type 153 

| +--ro system-name?   string 154 

| +--ro system-description?  string 155 

| +--ro system-capabilities-supported? lldp-types:system-capabilitiesmap 156 

| +--ro system-capabilities-enabled? lldp-types:system-capabilitiesmap 157 

Figure 7 – YANG data scheme of LLDP local-system-data 158 

<MIBs: The lldpV2LocalSystemData of the LLDP-V2-MIB provide equivalent data.> 159 

IA-devices with Bridge and end station components signal bridge and station-only 160 

capabilities within the map of enabled system capabilities.  161 

<open issue: IEEE 802.1AB states, that the station-only bit “… should therefore not be set in 162 

conjunction with any other bits.”> 163 

Basic LLDP local port data provides for all external ports – among a lot of other data - the 164 

interface name (name), that is a reference to the port’s associated entry in the ietf-165 

interfaces YANG module (IETF RFC 8343). Figure 8 shows an excerpt of the YANG data 166 

scheme definition of local-port-data as defined in IEEE P802.1ABcuD1.7. 167 

+--rw port* [name dest-mac-address] 168 

+--rw name    if:interface-ref 169 

+--rw dest-mac-address  ieee:mac-address 170 

+--rw admin-status?   enumeration 171 

+--rw notification-enable?  boolean 172 

+--rw tlvs-tx-enable?  bits 173 

+--…  174 

Figure 8 – YANG data scheme excerpt of LLDP local port data  175 

<MIBs: The lldpV2LocPortTable of the LLDP-V2-MIB provides equivalent data.> 176 

When the TDE detects a complex IA-device (i.e., bridge and station-only capabilities are 177 

declared in the system capabilities maps), it has to read additional data from the ietf-178 

interfaces YANG module to be able to identify the single components with their internal ports 179 

and internal LANs. Figure 4 shows the UML representation of the Interface Management (IETF 180 

RFC 8343) model with the bridge-port augmentation of IEEE 802.1Qcp-2018. 181 

Discovery of a complex IA-device with multiple components can be accomplished, when the IA-182 

device’s LLDP local system data and ietf-interfaces data are organized as described in 4.5: 183 

– All external ports are represented in the LLDP list of local port data. External ports are also 184 

represented in the ietf-interfaces list with ifType=6 (ethernetCsmacd). 185 

– The internal ports can be identified in the ietf-interfaces list by ifType=209 (transparent 186 

bridge interface).  187 

– The internal LANs (I-LANs) can be identified in the ietf-interfaces list by ifType=247 188 

(Internal LAN on a bridge per IEEE 802.1ap). 189 

– The internal ports which are connected by an internal LAN can be identified by the lower-190 

layer-if references of the I-LAN interface object. 191 
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– The ieee802-dot1q-bridge augmentation of the interface model provides for all external 192 

and internal ports the name of the corresponding component (component-name). 193 

With this data it is possible for the device discovery function of a TDE to detect the internal 194 

structure of any combined device as required. 195 

Figure 9 shows the relevant LLDP, ietf-interface and bridge-port data of the example IA-device 196 

from Figure 1. 197 

Bridge component 1

name=bc1-p1
ifType=6

component-name
=BC1

name=bc1-p2
ifType=6

component-name
=BC1

End Station 
component 1

name=bc1-ip3
ifType=209

component-name
=BC1

name=esc1-ip1
ifType=209

component-name
= ESC1

Internal
LAN

name=ilan1
ifType=247

Chassis-Id

Bridge component 2

name=bc2-p1
ifType=6

component-name
=BC2

name=bc2-p2
ifType=6

component-name
=BC2

End Station 
component 2

name=bc1-ip3
ifType=209

component-name
=BC2

name=esc2-ip1
ifType=209

componet-name
= ESC2

Internal
LAN

name=ilan2
ifType=247 End Station 

component 
3

name=esc3-p1
ifType=6

component-name
=ESC3

Management entity (including LLDP Management)

Station 1 Station 3Station 2

 198 

Figure 9 – complex IA-device example with ietf-interface and bridge-port data 199 
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4.7 Further complex IA device examples 200 

Figure 10 shows two end station components connected to the same Bridge component: 201 
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 202 

Figure 10 – two ES components connected to the same Bridge component 203 

Figure 11 shows multiple end stations without Bridge component in one chassis: 204 
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Figure 11 – multiple end station components in one chassis 206 
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 207 

Figure 12 shows a cascaded Bridge component with three not externally visible internal Bridge components: 208 
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Figure 12 – cascaded Bridge with hidden internal Bridge components 210 

< note: this will probably be the preferred option for cascaded Bridges> 211 

 212 
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Figure 13 shows three externally visible cascaded Bridge components: 213 
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Figure 13 – cascaded Bridge components with exposed internal connectivity 215 

 216 
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4.8 Bridge Management of IA-device components 217 

The ieee802-dot1q-bridge management model organizes a Bridge as a list of components 218 

with the component name as unique identification of the single components. Each component 219 

includes:  220 

– a component type (e.g., c-vlan-component), 221 

– component specific parameters (e.g., traffic-classes), 222 

– a list of references to the component’s ports in the ietf-interfaces list, 223 

Port specific parameters (e.g., traffic-class-table) are located in the ieee802-dot1q-224 

bridge augmentation of the ietf-interfaces list. Interfaces are uniquely addressed by 225 

name. 226 

All components and all ports of an IA-device can effectively be identified and managed by the 227 

unique names of the components and the interfaces, which can be discovered by a Topology 228 

Discovery Entity (TDE) as described in 4.6. 229 
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4.9 Generic IEEE 802.1AS management model 230 

For the management of IEEE 802.1AS time-aware-systems a MIB module is defined in IEEE 231 

802.1AS-2020. The IEEE P802.1ASdn project to define a corresponding YANG data model that 232 

allows configuring and state reporting for all IEEE 802.1AS-2020 managed objects was created.  233 

This project is intended to augment the IEEE Std 1588 YANG data model, which is currently 234 

defined in the IEEE P1588e project. Experimental revisions of the 1588 model and the 802.1AS 235 

augmentation are currently available: 236 

- https://github.com/YangModels/yang/blob/master/experimental/ieee/1588/ni -ieee1588-237 

ptp.yang  238 

- https://github.com/YangModels/yang/blob/master/experimental/ieee/802.1/ni -ieee802-239 

dot1as.yang 240 

In the following paragraph references to these experimental YANG models are included. 241 

The 1588 YANG model essentially is constructed as a list of PTP Instances. Each entry in the 242 

PTP Instance list includes: 243 

• the PTP Instance specific data sets, 244 

• a list of associated PTP Ports with their PTP Port specific data sets. 245 

Additionally, a single instance of the Common Mean Link Delay Service (cmlds) container is 246 

integrated. This container includes a list of PTP Ports with their cmlds specific objects and data 247 

sets. 248 

Figure 14 shows the generic layout of the experimental 1588 YANG model (see 249 

https://www.ieee802.org/1/files/public/docs2020/dn-cummings-update-on-1588-and-802-250 

1ASdn-1120-v01.pdf and 251 

https://github.com/YangModels/yang/blob/master/experimental/ieee/1588/ni -ieee1588-252 

ptp.yang). 253 

+--rw instance-list* [instance-number] 254 

+--rw instance-number  uint32 255 

+--rw default-ds 256 

+--rw current-ds 257 

+--rw … 258 

+--rw port-ds-list* [port-number] 259 

+--rw port-number  uint16 260 

+--rw port-state  enumeration 261 

+--rw underlying-interface if:interface-ref 262 

+-- rw … 263 

Figure 14 – IEEE 1588 YANG structure 264 

A PTP Instance is identified by an instance-Number that is unique within the PTP Node. 265 

A PTP Port is identified by a port-Number that is unique within a PTP Instance. Each port-ds-266 

list entry includes a reference to the ietf interface. 267 

The experimental 802.1AS YANG module keeps the structure of the 1588 YANG model and 268 

augments specific data sets with 802.1AS specific data where needed. 269 

Figure 15 shows the example IA-device from Figure 1 with PTP Instance and PTP Port 270 

identifiers. 271 

https://github.com/YangModels/yang/blob/master/experimental/ieee/1588/ni-ieee1588-ptp.yang
https://github.com/YangModels/yang/blob/master/experimental/ieee/1588/ni-ieee1588-ptp.yang
https://github.com/YangModels/yang/blob/master/experimental/ieee/802.1/ni-ieee802-dot1as.yang
https://github.com/YangModels/yang/blob/master/experimental/ieee/802.1/ni-ieee802-dot1as.yang
https://www.ieee802.org/1/files/public/docs2020/dn-cummings-update-on-1588-and-802-1ASdn-1120-v01.pdf
https://www.ieee802.org/1/files/public/docs2020/dn-cummings-update-on-1588-and-802-1ASdn-1120-v01.pdf
https://github.com/YangModels/yang/blob/master/experimental/ieee/1588/ni-ieee1588-ptp.yang
https://github.com/YangModels/yang/blob/master/experimental/ieee/1588/ni-ieee1588-ptp.yang
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 272 

Figure 15 – IA-device example with ietf-interfaces 273 

4.10 PTP Management of IA-device components 274 

PTP Instances, which are identified by instance-numbers, are related to Bridge components, 275 

which are identified by names. 276 

PTP Ports, which are identified by port-numbers, are related to Bridge and internal Ports, which 277 

are identified by names. 278 

Open issues: 279 

1. How can the PTP Instance numbers of a Bridge component be determined? 280 

2. How can the PTP Port number of a Bridge or internal Port be determined?  281 

3. How are internal Ports and LANs modelled, concerning: 282 

a. Path delay 283 

b. Engineered sync tree 284 

c. BMCA 285 

 286 
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