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History of Time-Sync in Automotive
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Aligning Time-Sync requirements between the Profiles
Version 2
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History of Time-Sync in
Automotive

From CAN and Autosar limitations and From Relays to Bridges
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Delay Measurement Counter Service

* Data when passing from one application to another
experiences latency
e Software stacks in Talker and Listener
e Serialisation and Arbitration
* Relays
 Gateways

* [nitial goal was to give a “counter” which would be able to
approximate time intervals between 1ms and 1s (in TAl terms)

* between all communication busses (CAN, FlexRay, Ethernet)!

ETH=RNOVIA

\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\



Initial DMCS Challenges

* CAN (classic, 500kbit/s, 8Byte payload)
 No hardware time-stamping
« Autosar CP "TX-confirmation” (buffer release) was used as time-stamp event
* No time-sync software stack available in Autosar CP
« 8Byte payload can not carry the 10Byte PTP time information field
« Accuracy (TAl) vs. Resolution (number of bits transmitted)

* Ethernet (100Mbit/s, automotive 2-wire)
* No time-sync software stack available in Autosar CP (neither bridge nor end-station)
o KISS! (keep it simple stupid) - limit interrupt load!
* No good reason to be (much) better than CAN
* No SW supporting time-sync in Bridges - Relays only (cost, legacy, suppliers, ...
* Data Loggers interfere with Time-Sync

* Allow for (limited) “jumps” within multiple 100’s psecs (no rate-correction!)
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How to evolve to AVB?

 From the start is was clear, that long term “real PTP” might be needed to
support e.g. audio applications
* make sure both system could potentially be operated on the same link (resulted in VLAN
& addressing differences)

 AVB required closer to TAl times (one might hear differences in
syntonisation)

* Audio applications need ~1ps accuracy (not feasible with CAN)

 Still only Relays available (no software to support 2-step Bridges)

* "Franken Two-Step” concept with one-step capable hardware
* SW stacks had to add data from Sync and FollowUp
* pDelay not feasible, do rate-correction from Sync
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Start-Up Time and Load is key

 Any smoothing creates a delay during start-up

* “Jumps” must always be limited to within the resolution to avoid
error entries (DTC)

* Time “running backwards” (due to backward “jumps”) must be
limited for other application

* Following the central time source (GM) quickly is more important
than “smoothness”

* Highest message/application load during start-up, whatever can
be supported during start-up can “easily” run in steady state
(removal of signalling messages)
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Time in the context of Security

Can pDelay be used to detect “Person in the Middle” attacks (IEEE Std 802.1X, EAPOL)?
Requires independent operation to prevent information leakage, but high accuracy and
authentication (need to trust the other clock)

* Repair and assembly line restrictions apply

Can “Time” be used as a (predictable) Nonce? Even more sensitive to backwards jumps!
 NVM write cycle restrictions apply

TAl is not always available (underground parking) - can certificates be validated after long
parking periods?

« Power consumption while parked prevents good time keeping
GPS signal can easily be spoofed

NTP may not be accurate to run other (no security) application off
» Traffic light phase measurement
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Safety in the context of Time-Sync

* “Time” is a physical concept, the actual passage of time can not be
protected using checksums!

* PTP is a one way (top-down) protocol, there is no feedback to the
outside if the receiver has properly processed the received
information

 Comparing time between different nodes requires physical reference
to actual "events”

* Observing physical events “through” a Bridge is almost impossible

* Adopt testing procedures to be run during operations
e Safe Car Time - limit the number of components with safety load
* Reverse-Sync - test very link by itself
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Redundancy Discussion

What might be missing in 802.1ASdm for the automotive use-case?

* The secondary GM can currently not verify the GM’s time (is what it is
syncing to and forwarding to the other domain really what the GM is
sending?)

* A node receiving both gPTP domains can currently not compare them

* Due to the CMLDS there is a single point of failure for all domains in
every device

* Would redundancy in the Bridge reduce changes to a node (two time
domains on the last link protect from few failure cases)?
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Aligning Time-Sync
requirements between t
Profiles
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Different Priorities in Profiles

e Accuracy compared with TAl (synchronization, syntonization)
« Stability vs. TAI or follow central source

* Availability of TAIl references

» Start-Up time (from “cold and dark”) with and without connectivity
* Recovery from different fault conditions

« Safety and Certification

» Accessibility of components and Links

e System Test vs. Component Test

e Security of Time

e Using Time for Security

 Redundancy and Hold-Over scenarios

* Plug and Play (Plug and Produce)
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Reducing Base to bare Minimums?

Many options in the Base Standard
Few options in the Profiles (could still be sections of 802.1AS document!)

Base Standard:
* Define Message format (already in IEEE 15887
» Define Reference-Planes for Time-Stamping
» Define default TLVs (extensible)

* Modular independent function blocks (Sync/FollowUp, one-way pDelay, ..)

 NEW: Define PHY-MAC info transfer (tiggered but not fully covered by IEEES02.3¢x) - e.q.
RX-timestamp TLV

* |ess “gqutomation”

Profiles:
» Details on Redundancy
» Details on Accuracy and Traceability (TAI)
* per-Port dependent operation
e enable "automation”, but not mandatory
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BMCA: Implement vs. “use”

f)  Support the following best master clock algorithm (BMCA) requirements:
1) Implement the BMCA (103.2,1033.1034,103.5,103.6,10.3.8. and 10.3.10).

2) For domain 0, implement specifications for externalPortConfigurationEnabled value of FALSE
(10.3.1).

3) Implement the PortAnnounceReceive state machine (10.3.11).

4) Implement the PortAnnounceIlnformation state machine (10.3.12).

5) Implement the PortStateSelection state machine (10.3.13).

6) Have the BMCA as the default mode of operation. with externalPortConfiguration FALSE. on
domain 0.

7) Implement at least one of the possibilities for externalPortConfigurationEnabled (1.e., FALSE,

meaning the BMCA 15 used. and TRUE. meaning external port configuration 1s used) on
domains other than domain 0.

|IEEE Std 802.1AS-2020
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Announce (10.3.12)

revdinfo == SupenorMasterinfo && lasymmelry Measuremen Made
¥
SUPERIOR_MASTER_PORT

" Sending port is new masler pod ™7

portPriority = messageaPriority,

potStepsRemoved =revdAnnounce Pir->stepsRemoved |
ra cordOtherAnnouncelnfol );

TEMP =16

1r terval;
ipt Timeout T = ptTimeout™(10%)2™*,
announce Receipt Timeout Time = currentTime + announceRe ceiptTime cutTimeln erval;
if {useMg tSe tableLogSyncinterval)

TEMP = mgtSettableLogSynclnterval,
alse

TEMP = initialLogS yn elnte rval;
sy dReceiptTimeoutTimelnterval = syncRe eeiptTime out™( 10 %7 2™,
syncReceiptTimeoutTime = aurentTime + syndReceiptTimeoutTimelnterval;
infols = Received,; reselect = TRUE, selected = FALSE, revdMsg = FALSE;
revdAnnou ncePtr = FALSE;

(( (‘portDper || 'ptp PotErabled || lasCapable) && ucr
(infols 1= Disabled) ) || BEGIN || linstanceEnable )

&& 'externalPorConfigu rationEnabled revdinfo == Rep eatedMasterinfo &&
tasym metry Mea si rementM ode

g3

DISABLED REPEATED_MASTER_PORT

rovdMsg = FALSE:
announceReceiptTimeoutTime =
curren Time;
infols = Disabled; reselect = TRUE;
selected = FALSE;

/" Sending portis same master port Y/
announceRe ceiptTimeoutTime = eurrentTime +
announceRe ceiptTimeoutTimeln rval;
recordOtherA nnouncelnts);
mmvdMsg = FALSE;

rvdinnouncePtr = F ALSE;
revdMsg portOper &8
::CF“’:':““ & UET  (revdink = InferioMasternto || revdinfo ==
ap Otherinfo) && lasymmetryMeasureme ilMode
_* | *_‘(—
AGED INFERIOR_MASTER_OR_OTHER_PORT
infals = Aged; revdMsg = FALSE;
rasalact= TRUE; slacted = FALSE; rovdAnnouncePtr = FALSE;
selocted &8 ucT
updtinfa
k.
UPDATE
portPriofity = masterPriority; L
ponStepsRemoved = RECEIVE
masterSte ps Removed;
updtinfo = FAL SE; infols = Mine; revdinfo = revinto();
newlnfo = TRUE
ucr ; ¥ l A
CURRENT
selected &8 updiinfo T ‘ |

(infals == Received &8 revdMeg &&
(sumentTime >= announceReceiptTim soulTime) 88 lupdtinfo
lupdtinto && IrevdMsg) ||
({cumentTime >= syncReceiptTimesulTime && gmPresant)

Figure 10-14—PortAnnouncelnformation state machine

Support the following best master clock algorithm (BMCA) requirements:

1)
2)

3)
4)
5)
6)

7

Implement the BMCA (10.3.2,10.3.3, 1034, 10.3.5, 10.3.6, 10.3.8, and 10.3.10).

For domain 0, implement specifications for externalPortConfigurationEnabled value of FALSE
(10.3.1).

Implement the PortAnnounceRecetve state machine (10.3.11).

Implement the PortAnnouncelnformation state machine (10.3.12).

Implement the PortStateSelection state machine (10.3.13).

Have the BMCA as the default mode of operation, with externalPortConfiguration FALSE, on
domain 0.

Implement at least one of the possibilities for externalPortConfigurationEnabled (i1.e, FALSE.

meaning the BMCA 15 used. and TRUE., meaning external port configuration 1s used) on
domains other than domain 0.
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J) Support the performance requirements
in B.1 and B.2.4.

 B.1.1 Frequency accuracy

TAl frequency (see ISO 80000-3:2006 and Annex C) shall be within £ 100
pPM

* B.1.2 Time measurement granularity
* B.1.3 Noise generation

e B.1.3.1 Jitter generationration
e B.1.3.2 Wander generation

e B.2.4 Measurement of rate ratio
measure rate ratio shall not exceed 0.1 ppm

|IEEE Std 802.1AS-2020
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AS capable

12.4 Determination of asCapable

The per-PTP Port, per-domain instance of the global variable asC apab]e| (see 10.2.5.1) 1s set to TRUE if the
following conditions hold (see 12.5.1 and 12.5.2):

o

N a)  The value of tmFtmSupport 1s not zero.

(?] b) neighborGptpCapable is TRUE.

U') c) At least one of the following conditions hold:

i:, 1) Bit 0 of tmFtmSupport 1s TRUE.

o~ 2) Bit 1 of tmFtmSupport is TRUE and. if the PTP Port is a master port. it can support (i.e., grant)

8 the parameters requested by the slave with either FTMs per burst equal to 3 or FTMs per burst

S equal to 2.

m 3) Bit 1 of tmFtmSupport 1s TRUE and. if the PTP Port is a slave port. the master port at the other

(N end of the link can support (i.e.. grant) the parameters requested by the slave with either FTMs

ﬂ per burst equal to 3 or FTMs per burst equal fo 2.
If the value of domainNumber is zero (which is required for support of the 2011 edition of this standard) and
bit 0 of tmFtmSupport is TRUE. asCapable can be set to TRUE. In all other mstances. asCapable shall be set
to FALSE.
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Figure 11-8—MDPdelayReq state machine
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Timescale Domain O

8.2 Timescale

8.2.1 Introduction

The timescale for a gPTP domain is established by the Grandmaster Clock. There are two types of
timescales supported by gPTP:

—  The timescale PTP: The epoch 1s the PTP epoch (see 8.2.2). and the timescale 1s continuous. The
unit of measure of time is the second defined by International Atomic Time (TAI) (for the definition
of TAL see Service de la Rotation Terrestre [B28], with further amplification in TAU [B27]; and for
more information on TAIL see Jekeli [B22]. international system of units (SI) brochure [B14]. and
Petit and Luzum [B26]). The timescale of domain 0 shall be PTP. See IEEE Std 1588-2019 for

more details.
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Continued Sync TX blocked - synclLocked

BEGIN || linstanceErabes | (rcwdPSSyncPSSS &4
{lportOper || ppParEnabied | !=Capatis))

TRANSMIT_INIT

rovdPSSyncP S 55 = FALSE;
‘syncSowdown = FALSE;
numberSyrcTransmissions = 0;

-
rovd PESyncP S8 B&
(rowdF ncPirF localf I=thsPari) revd PESePSES = FALSE;
&4 porOper&A pipPotEnebled &4 sCapsble A&
selectedState fhisPor] == MastePor
revdP SSyncPSSS &8
{rovdPS SyncRrPS: 1= thisParf)
&8 parOper && ptpPorEnabled A& asCapatis A&
i selectedStatefihsPor] = MasterFort
h 4 4

——

| SYNC_RECEIFT_TIMEOUT |

SBND_MD_SYNC

|
revdPSSyncPSSS &&
(revdPSSyncPtrPSSS->localPortNumber = thisPort)
&& portOper 8& ptpPortEnabled && asCapable &&

rcvdPSSyncPSSS = FALSE

selectedState fthisPort] == MasterPort

1

revdPSSyncPSSS &&
(revdPSSyncPtr PSS S->locaPortNumber != thisPort)
&& portOper && ptpPortEnabled && asCapable &&
selectedStatefthisPort] == MasterPort

SEND_MD_SYNC

if (revdPSSyncPSSS)
{

lastRevdPotNum = revdP SSyncPtrPSSS->localPortNumber;
lastPreciseOrigin Timestamp = revdPSSyncPirPSSS->preci seOrigin Time stamp;
lastFollowUpCorrectionField =rcvdPSSyncPirPSSS->followUpCorrectionField;

f (rovdPESynPSSS)
{

lastRateRatio = revdPSSyncPrPSSS->rateRatio
lastUpstreamTxTime = revdPSSyncPtrPSSS->upstream TxTime;

lastPracise0rginTimestamp = roveP & §mePPSSS-> preci seOriginTime stamp;
lasiFalowllpCamectionFisk! = rovdP S SmcPEPS SS->falawl planectionFiskd;

lastGm TimeBaselndicator = revdPSSyncPrPSSS->gmTimeBaselndicator;
lastGmPhase ChangePSSS = rcvdP SSyncPtriP SSS->lastGmPhaseChange;

|IEEE Std 802.1AS-2020

lastUpstreamTxTim &= rovdPS SyncPtrPSSS->upstream TTime;

lastGmTime Baselndicator = rovdP SSyncPE PSS 5->gm TimeBase rdicaor
gsPSSS = ->Ias1Gm PhasaChange;
= P BstGmFragChangs;

imeoutTime = rcvdP SSyncPF
syncLockad = (parertl == cumantL

b

rvdP SSyreP 555 = FALSE,
BstSyncSenflime = curmniTime;
BMDSyncPr = seMDSync ();
BMDSyne (xMDSyncPin;

T (syncSlowdown)
{

if T jions = ipiT imeout)
{
inervall =synchterval;
numberSyncTransmissions= 0;
syncSowdown = FALSE
1
else

infervall =obiSyncinterval;
numberSyncTransmissbnstt;

imeauiTime:
3

{ (revdPSSyncPESS A& synclocked &8

revd PSS ynePirPS S5->localPorNumber 1= thisPert || (1sync ocked &4
{currenfTime — lastSyncSentTime >= intervall ) &

(lastRevaPodNum I=thisPat )] )

&& pariDper &4 pipPoriEnabledhs sCapable &
seleciodStatefthisPar] == MastePort

Figure 10-8—PortSyncSyncSend state machine
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cumentTime >=
syncReceipfTimeoul Time &4 byncLocked

lastGmFreqChangePSSS =revdPSSyncPtrPSSS->lastGmFreqChange;
syncReceipiT imeoutTime = revdP SSyncPtiPSSS->syncReceip fTimeou Time;
syncLocked = (parentLogSyncinterva == currentLogSyncintervd);

intervall = syncinterval;

}

( (revdPSSyncPSSS && syncLocked &&

revdP SSyncPiP S SS->localPortNumber !=thisPort) || (!syncLocked &&

(curenfTime — lastSyncSeniTime == intervall ) &&

(lastRcvdPortNum != thisPort ) ) )

&& portOper && ptpPortEnabled&& asCapable &&

selectedState fthisPort] == MastePort

20

If all stations use the same
LogSynclinterval, then synclLocked
will always TRUE.

If syncLocked == TRUE, there will
be no continued transmission of
Sync-Messages.
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Can a Bridge become a GM?

Thanks to Rodney Cummings for the pointer!

10.1.3 Grandmaster-capable PTP Instance

A PTP Instance may be grandmaster-capable. An implementation may provide the ability to configure a PTP

Instance as grandmaster-capable via a management interface.

10.3.6.2 PTP Port state assignments when external port configuration is used

If external port configuration 1s used. one of the states MasterPort. SlavePort, PassivePort, or DisabledPort 1s
assigned to each PTP Port by an external entity. as described in this subclause.

The DisabledPort state is assigned if portOper is FALSE (see 10.2.5.12). ptpPortEnabled is FALSE (see
10.2.5.13). or asCapable is FALSE (see 10.2.5.1).

The member externalPortConfigurationPortDS.desiredState (see 14.12.2) 1s used by an external entity to set
the state of the respective PTP Port to MasterPort. SlavePort, or PassivePort. When this member 1s set. its
value 1s copied to the per PTP Port local variable portStatelnd (see 10.3.15.1.5). If portOper.
ptpPortEnabled. and asCapable are all TRUE for this PTP Port. the PTP Port state 1s set equal to the value of
externalPortConfigurationPortDS.desiredState by copying the value of this member to the element of the
selectedState array (see 10.2.4.20) for this PTP Port.

21
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