[Oct. 2022]

ETH=RNOVIA

Alternate Sync/pDelay Proeessing

IEEE Contribution

VIRTUALIZING VEHICLE COMMUNICATION




Setting the stage

e This presentation collects thoughts and ideas that were inspired
by discussions mainly in IEEE/IEC 60802.

* The suggestions being made are preliminary and my require
refinement.

* The goal if to generate a PTP Instance behaviour which is
applicable to all TSN profiles (industrial, automotive, and
aerospace), but is extensible to address the differences.
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Nomenclature and abbreviations

E t TAB GTT ... Grand Time Transmitter TAB
— > TAB ... Time Aware Bridge : >
' TRX ... Time Receiver \
'._‘ : POTgrr
pDelay ! carried in Sync/FollowUp: Sync/FollowUp CSRO7ag
fUCFag

pOT ... precise Origin Timestamp \
! cSRO ... cumulative Scaled Rate Offset !

" fUCF ... follow Up Correction Field \

1
: ﬁ time ﬁ time
<+ <+ " -
t, t,
D = - ( 3‘4 N E‘1 ] T (r3 iR rz:' 10.2.5.7 neighborRateRatio: The measured ratio of the frequency of the LocalClock entity of the time-
- 3 aware system at the other end of the link attached to this port, to the frequency of the LocalClock entity of
this time-aware system. The data type for neighborRateRatio is Float64. There is one instance of this
neighbourRateRatiO' nRR =r /r =r variable for all the domains, i.e., all the PTP Instances (per port). The variable is accessible by all the
) TAB T TTRX domains.
10.2.5.8 meanLinkDelay: The measured mean propagation delay (see 8.3) on the link attached to this port, rateRatio:
relative to the LocalClock entity of the time-aware system at the other end of the link (i.e., expressed in the SRO - R —r /r
time base of the time-aware system at the other end of the link). The data type for meanLinkDelay is c TAB = M1AB = F'aTT/ fTAB
UScaledNs. There is one instance of this variable for all the domains, i.e., all the PTP Instances (per port). rRTRX =IeT / IMRx

The variable is accessible by all the domains.
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Account for short cables

automotive requirement
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Some basic value ranges

; Grand Time
SN Transmitter
1ns (0.2mx5ns/m) < LinkDelay < 1us (FEC)
1ms < Pdelay turnaround time < 10ms
1ms < residence time < 10ms
(neighbour)RateRatiO < 500ppm (over temperature: -40°C - 125°C)

T >
1
1

1

Time Aware
Bridge

' !
1 * A ) 1 *
\ - \ - .
\ \
\ \
\ \
\ \
\ \
\ \
\ \
\ \
: \
Time Receiver 1 3
<+
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Longer Interval for neighbourRateRatio

t3 0 = responseOriginTimestamp [ neighbourRateRatio J t33
s <> time
‘.\ || "|. I.‘. ]
[ \ 1 i
S a. a_ S
pDelay ! ! ! pDelay !
| | | o
‘ . ' '
M H M v,
<+ >
: N=3
t, o = pdelayRespEventingressTimestamp tys

correctedResponderEventTimestamp N c01‘rectedResponderEventTimestampD

nRR =

pdelayRespEventIngressTimestamp e pdelayRe spEventIng:ressTimestampD

all in local time!
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Averaging propagationDelay
Measurements

e : fime,
b =Tlp— Iy t, k-1
¥ ff,.;-“r,— . lf4_f19;lf3—-’z} (11-1) BT (3‘4_?‘1)2—”3_?2) (11-5)
Diyg k = 0Dgyg g1 T (1 =)Dy, (11-2)
Dygx = ‘k_”D‘””;‘IjLD“ (11-4)
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Longer Interval for propagationDelay

tyy -t = 4 X propagationDelay + (t3 1 - th)q) + (ty - Tapea) + (tsy - 1))

t3,k-1 - t2,k—1 t3,k - t2,k
— —

1
¥ time >

tl,k - Jc4,k—l

t4,k - Jcl,k—l

currently not foreseen in IEEE Std 802.1AS
ETH=RNOVIA
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Different approaches to averaging

Averaging over a longer interval is not the same as averaging multiple values measured over
short intervals.

If D happens to be measured as less than zero (D < 0) due to quantisation in the time stamping
resolution

* signal propagation speed: 5ns/m

* in-vehicle data-line length: <20m

* propagationDelay < 100ns =~ 2 x Time-Stamp Resolution (40ns)

there is no benefit in averaging those D, values.

For time stamping in the MAC, propagationDelay will be dominated by FEC, not cable length for
higher line rates.

There is a minimum measurable nRR, which 21 26mE+2elbne

can be determined from the time stamp =1+ 2,56ppm

resolution (TSR) and the average time 12 brmsFLding

between pDelay exchanges (pDelaylnterval): ~ 1+ (4 x TSR/ pDelaylInterval) < neighbourRateRatio
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Optimum pDealyinterva

pDelaylnterval Sensitivity Analysis

Temp Max
Temp Min
Tema fama fate

Temp Hald Period
GM Sealing Factar

non-GM Sealing Factor
Timestamp Granularity TX
Timestamp Granularity fix
Dynamic Time: Stamp Errar TX

input

pDelay Interval
Syne Interval

residenceTime

pDetay Turnaround Time

125 ms
10 ms
10 ms

mNRR Smaothing N
mNAR Smaothing M

Input Correction Factors

Mean Link Deloy Averaging
MRR Drift Rate Correction

RR Drift Rate Errar Correction
pDeiayResp - Sync Type (Uniform)
pOslayResy S Syne hax
pOebaliesy e Syic MEL
‘pDelayResn  Sync Targ

Hops
Runs
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As pDelayintervalis reduced...

|+ RT&ES errors due to Timestamp
component of mNKR,,,,,, via Rate

Ratio increase.

* RT & ES errors due to Clock Drift
component of mNRR,,,,, via Rate

Ratio decrease.

« RT & ES errors due to Clock Drift
between measurement of NRR and

calculation of RR decrease.

pDelaylnterval
(ms)

only.

Should bé selectable based on:
- Time Stamp Accuracy
- Clock Drift
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What is nRR used for? i Y

Can we improve on this?
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Calculating residence time (local clocks)

i Grand Time G >
Wl Transmitter AN e
POT o1t
cSROg17
fUCFgrr
Time Aware s
t : >
TAB Brldge TAB time

nRRTAB t7:
rMTag =(tk&2) x rateRatio g

= (t5 - t7) X nRRTAB X CSROGTT

POTerr
CcSRO+p5 = ¢SROgr X NRR1pg
fUCFpg = fUCFgrr + rTrag

Time Receiver Rg=34

tTRX

not to scale!
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Synchronized Receiver Time

Appllcat|0n 10.2.4.3 clockSlaveTime: The synchronized time maintained, at the slave, at the granulanty of the
LocalClock entity [1.e.. a new wvalue is computed every localClockTickInterval (see 10.2.4.18) by the
ClockSlave entity]. The data type for clockSlaveTime s Extended Timestamp.

10.2.13.2.1 updateSlaveTime(): Updates the global vanable clockSlaveTime (see 10.2.4.3). based on
§ n information received from the SiteSync and LocalClock entities. It 1s the responsibility of the application to
?%3 s - filter slave times appropnately (see B.3 and B .4 for examples). As one example, clockSlaveTime can be:
% S e a)  Set to syncReceiptTime at every LocalClock update immediately after a PortSyncSync structure 1s
3 2 PotSyncs ‘ I PoriSynes received, and
F—— portSyne b) Incremented by localClockTickInterval (see 10.2.4.18) multiplied by the rateRatio member of the
previously received PortSyncSync structure durning all other LocalClock updates.
MDSyncReceive MDSyncSend MDSyncReceive MDSyncSend
E s } E o ) If no PTP Instance 1s grandmaster-capable, 1.e., gmPresent 1s FALSE. then clockSlaveTime 1s set to the time
= e = e Q provided by the LocalClock. This function is invoked when rcvdLocalClockTickCSS 1s TRUE.
e :, i : c
AR $3 | sig 0 sRT = pOT + fUCF + mLD x (rR/nRR) + dA
g5 |+ i b7 =
£s | 2° Es | 2% — rR = cSRO x nRR
£ - O
PHY PHY l_
(a1
Figure 7-8—PTP Instance model
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pDelaylnterval < Sync Interval

wasted information?

X X
X X
X X
\
neighbourRateRatio ]
X X 2 ¥

|: - Time =

l pDelayResp

‘, Sync

IEEE contribution

N=1

* Error due to drift between receipt of one Sync message and the next. (Node 4 to GM).
* Interval is nominally the Sync Interval, but there is some variation.
* Additional pDelayResp messages, updating mNRR (Node 4 to Node 3) are not useful to update RR.
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When Is synchronized time updated?

GM ]
POTerr neighbourRateRatio }
—) » A
S X X N N
NRR;xcSRAc=cSRO, [ residenceTime

—p

nRR,xcSRO,=cSRO,

! X X

NRR,xcSRO,=cSRO,
neighbourRateRauc ]

< N |
— 3 4 X X
r— Time ==
rR = cSRO; x nRR,
sRT = pOT + fUCF + mLD x (rR/nRR) + dA

a)  Set to syncReceiptTime at every LocalClock update immediately after a PortSyncSync structure is

l pDelayResp L Sync received, and
b) Incremented by localClockTickInterval (see 10.2.4.18) multiplied by the rateRatio member of the
previously received PortSyncSync structure during all other LocalClock updates.
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The rateRatio during extrapolation is old!

GM i

pOTGTT neighbourRateRatio 1

» N |
l‘ N=1 f
] X £ ! x
NRR;xcSRQ;=C { residenceTime }
L

X

nRR,xcSRO,=cSRO,

X

NRR,xcSRO,=cSRO,
neighbourRateRauc ]

< q | 1

I l‘ L X X :

—————ITime =——» \
rR = cSRO; x nRR,

sRT = pOT + fUCF + mLD x (rR/nRR) + dA

A
|
I
a) Set to syncReceiptTime at every LocalClock update immediately after a PortSyncSync structure is :

l pDelayResp l Sync received, and
b) Incremented by localClockTickInterval (see 10.2.4.18) multiplied by the rateRatio member of the
previously received PortSyncSync structure during all other LocalClock updates.

ETH=RNOVIA

IEEE contribution 17

VIRTUALIZING VEHICLE COMMUNICATION



Changing Rates, assuming ARB GTT

GTT rer[@] # I7(@] - #remrl®) 1 #re[@) 0 # (O] # rgrr(©]
(2]
Sync/FUp
# NRR155(@] # NRR7,(©’]

TRX NRR1ry (D7) # NRR1x (@] ¢ nRRTRX[®”]¢ nRRTRX[@”]#'— nRRTRX[®”] # NRR1x(®”] timeri

| | . notto scale'
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Wasted Rate Information

GTT rer (@)

TRX  nRRy®] RO _nRRTRx@”J #RRm (@] ™

|
nottoscale ETH=SRNOVIA
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How to make use of the “wasted” pDelay
exchanges?

1. Measuring the neighbourRateRatio between any tag | \ % \ ,
two nodes (where none is the GTT) more oftenis . ° _°  _1°
not useful as it does not give any indication what is el
happening atthe GTT and in nodes further up the trrx
distribution tree.

1Al s s
2. Usiné;éunﬂltered) synchronizedTime on both sides, TAB_E’ '_\‘L j‘i
could deliver something like Frequency Offset SR I S
relative to the GTT (or rather synchronized time on t’TRXT \ \

the transmitter node). CFOrx (@] CFOrpy@’]

t'rag s a
3. Usin% (unfiltered) synchronizedTime at the _ syne " _\E' _\‘1 jﬁ'
timeTransmitter and localClock at the timeReceiver oca  ®e  W0 e
can update rateRatio. trry T \ \

MRrrx (@7 IRk (@]

ETH=RNOVIA
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Filtered ClockTarget Time

10.2.13.2.1 updateSlaveTime(): Updates the global varable clockSlaveTime (see 10.2.4.3), based on
information received from the SiteSync and LocalClock entities. It is the responsibility of the application to
filter slave times appropriately (see B.3 and B 4 for examples). As one example, clockSlaveTime can be:

Cat tn rvrenaD annimtTicnn ab avrams T analfl M lacls cvadata conamnadintales afbar 7 DactCrnnalrnnn ctbemuatiaes on

A%

Application

“clockSlaveTime” is the unfiltered
synchronized time!?

cockSlaveTime
[ ClockMaster ]—L[ Clock Slave ]

B 4 PTP | n Sta n Ce Clock TargetPhase Discontinuity result
Figure 9-1—Application interfaces

NOTE—For example, the endpoint filter can be of the following form:
Vp=app g tay ot otay ,thagthx + o thx

where the x; are the unfiltered synchronized time values, the y; are the filtered synchronized time values. and the a, and
by are filter coefficients. The a; and b are chosen such that the filter has desired bandwidth and gain peaking that does
not exceed 0.1 dB. The preceding equation is a general mfinite impulse response (IIR) digital filter Simplified forms,
e.g.. a second order IIR. filter obtamed by setting n = 2. or a finite impulse response (FIR) filter obtained by setting the a;

to zero are possible.
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Synchronized

Application

£
S
=
2y
£33 SiteSync J LocalClock
£0
@
% 8 PortSyncS ‘ I Pol cS!
£
PortSync PortSync
MDSyncReceive MDSyncSend MDSyncReceive] MDSyncSend
[ MD } E MD )
T o - B
5 ° O
€5 = £ 8 = (-
e ) L 3 Q
p= ol g e =e (]
o~ ‘% =) o =
g | £s3 a5 | 283 +
-3 S 2 E = 3 28 7))
i 3 Sk ] g sp© cC
23 | 3t 1 S £
EC = EG
g [— s § L es D_
2 MAC = MAC |
PHY PHY :

|IEEE contribution

Figure 7-8—PTP Instance model

Recelver Time

10.2.13.2.1 updateSlaveTime(): Updates the global vanable clockSlaveTime (see 10.2.4.3). based on
information received from the SiteSync and LocalClock entities. It 1s the responsibility of the application to
filter slave times approprately (see B.3 and B.4 for examples). As one example. clockSlaveTime can be:

a) Set to syncReceiptTime at every LocalClock update immediately after a PortSyncSync structure is
recerved, and

b) Incremented by localClockTickInterval (see 10.2.4.18) multiplied by the rateRatio member of the
previously received PortSyncSync structure durning all other LocalClock updates.

If no PTP Instance 1s grandmaster-capable. 1.e., gmPresent 1s FALSE. then clockSlaveTime i1s set to the time
provided by the LocalClock. This function 1s invoked when rcvdLocalClockTickCSS 1s TRUE.

Any other methods to set “clockSlaveTime” would well be
within the specification.

10.2.4.3 clockSlaveTime: The synchronized time maintained, at the slave, at the granulanty of the
LocalClock entity [1e., a new value is computed every localClockTickInterval (see 10.2.4.18) by the
ClockSlave entity]. The data type for clockSlaveTime is Extended Timestamp.

Since “clockSlaveTime” is global per PTP Instance, it is
available to the MD entity(s)!
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Refining the 802.1AS model

ClockTarget(s)
A/V Application(s) Other Application(s)

o - mm,

9. Application interface

9. Application interface

O00001L40EES S
OBAACHER

| ClockReceiver

SiteSync
PortSync

Hardware

[Local Clock 4@
ETH=RNOVIA
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pDelay in Time Transmitter time

N

tTAB 4.l.> 4_|.> : time TAB

t A > am— ‘
TR 4-|+ 4-|-> TRX t4,n—1 t4,n
t, t,
MLDpap = 72 x ((ty - t1) X NRRpy - (t3 - 1)) NRR1ry = (t3 - t3n1) / (tan - tan1)

neighbourRateRatio: NRR1ry = rag / IMrx
rateRatio: rRry = g1/ Frrx = NRR1rx X CSRO7 A5
cSRO7ag = Rypg = forr/ a8

ETH=RNOVIA
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pDelay in Time Recelver time

t, t';

trap e

4-|->\

/

!

T T
t

t

ﬁme‘

N

v

tTRX

MLDqrx = ¥2 X ((t, - t;) X cCSROqpg - (t'5 - 1))

rateRatio: rRry = rgrr/ Mrx

TAB

TRX

25

t4,n—1 t4,n

rRrx = (U3 - t'30.1) / (tgn - tan1)

CSRO+pg = rR1ag = forr/ a8
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Update rateRatio more often

GTT rerl®) # 16r(@) #renl®) | #16rl®  #renl®) | # 1671(®) | e
[T N P PR P PR P
| pDelay | ,LDEIEL‘ ‘ Sync/FUp pDelay | pDelay | ‘ pDelay ‘ ‘ pDelay Sync/FUp ‘ pDelay
3 | ; | | ; ; 10.2.13.2.1 updateSlaveTime(): Updates the global vanable clockSlaveTime (see 10.2.4.3). based on
1 1 1 : : : .. nformation received from the SiteSync and LocalClock entities. It 15 the responsibility of the application to
TAB ; £ filter slave times appropniately (see B.3 and B.4 for examples). As one example, clockSlaveTime can be:
o 2 \o \9 \0 \\6 \6 \e ‘ \a a) Set to syncReceiptTime at every LocalClock update immediately after a PortSyncSync structure 1s
pDelay | ! pDelay | | Sync/FUp | \ pDelay ‘ pDelay | ‘ pDelay ‘ pDelay | Sync/FUp ‘ pDelay ‘ fecei\"cd. and
b) Incremented by localClockTickInterval (see 10.2.4.18) multiplied by the rateRatio member of the
3 ‘ ‘ ‘ ‘ ‘ ; previously received PortSyncSync structure during all other LocalClock updates.
TRX R @) 1 *Rgg(@7) R ®7) £ Ry (@) E % R[] * rRTR)E[©”] e
E \"4 . . . . E
) SRTpy(@] = pOTe[@7] + fUCF (0] # MLDy (@] + dA = SRT(@]
~>b) SRT gy += SR + 1Tl X Ry [07);
v H

b) SRTypy += sRTTRX + |CT|TRX X Ri (@]
b) sRTTRX += sRTTRX + |CT|13?X X IRy (@]
b)sRTTRX += sRTTR>C +1CT gy X MRygy (@]
b) sRTTRX +; SRT 1y + ICTlrpy X MR7py [®7]
a) SRT1ry(@"] = POT i [@) + FUCF 1y [@] + MLD1py[@'] + dA = SRT([®)
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Using rateRatio from pDealy

9. Application interface

A

000001140kLS
3ga9acare 1 — update on every Sync/FollowUp
ClockReceiver | current Epoch "
- current rateRatio .
? T update on every pDelay exchange
= 3
[Local Clock \ L
-
Hardware

ETH=RNOVIA
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Calculating residence time

Grand Time

GTT

terr Transmitter

time

POT o1t
fUCFgrr
: i i t
, T|me Aware M 5
Bridge rRrag t)
FTTAB - t’5 - t,7

potential for one less time-stamping inaccuracy

time

POTerr
fUCF a5 = fUCFgrr + rTrag

trry Time Receiver Rg=34

not to scale!
28

time
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