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trying to transmit in a C slot. In this case, a single remote station can have many outstanding 
requests that are stored at the access point. This open-loop model can be used to represent 
a peer-to-peer (i.e., remote-to-remote) data transfer in which case the response would be in 
the form of the completed data transmission corresponding to time that is reserved and used 
in the B period. Alternatively, the open-loop model could represent a client-server traffic 
environment in which additional requests can be made by the remote station client without 
waiting for the A period data response corresponding to an outstanding request. 

2.2 Closed-Loop Client-Server Model 

In the closed-loop traffic model, the remote station may not generate a new request until 
it has completely received its response (e.g., a data response from the access point). In the 
closed-loop case there can never be more than one outstanding request per remote station. 
Since, for this case, a remote station is effectively disabled when it is awaiting a response, 
there can be less than K remote stations that are trying to transmit in a C slot. The closed
loop traffic model is useful for representing client-server traffic environments in which the 
remote station waits for a data response before generating its next request. 

2.3 Response Length Distributions 

We will consider two types of distributions for the response lengths: 1) a constant length, 
and 2) a geometrically-distributed length. The geometric response length case can be used 
to model traffic loads in which the responses have greatly varying lengths. In both cases, our 
basic unit of time will be the length of a C period slot. We note that if the mean response 
length (i.e., the mean of a in Fig. 2) is a A or B slots, then the mean response length in 
terms of C slots is given by 

m = 0.(3. (1) 

3 Performance Examples 

In this part of the contribution, we show numerical results for several examples that we 
motivate through some specific assumptions of medium speed and frame size. These results 
were computed using the Markov chain analysis that is described in [4J. 

3.1 Motivation 

The numerical results that are presented for the following examples were computed in terms 
of slot times independent of the particular medium speed. However, to facilitate discussion, 
we will choose a specific medium speed so that the waiting times and transfer delays can be 
discussed in terms of milliseconds rather than just slot times. 
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We assume a medium speed of 2 Mb/s and a frame length of 5 ms in which the A and B 
slots are each 0.5 ms in duration and the C slots are 0.1 ms in duration. In this case, a data 
slot (i.e., an A or B slot) is 1000 bits (125 bytes) long and a reservation slot is 200 bits (25 
bytes) long. For the client-server model, we assume that each request requires a response 
of 2 data slots (i.e., 250 bytes) which corresponds to an m value of 10 C slots. Thus, our 
client-server model could be used to describe a file server that provides 250 byte responses. 

3.2 Open-Loop Peer-to-Peer Examples 

We consider several open-loop examples that have constant length responses. In Fig. 3, we 
show the mean total throughput for several fixed values of p and for the optimal p. In the 
open-loop case, the optimal p value is ]( for each different number of remote stations value 
K. By mean total throughput, we refer to the total throughput of all three periods, that 
is, both the A and B data periods and the C reservation period. From this figure, it can be 
seen that the use of the optimal p results in good total throughput over the entire range of 
K, the number of remote stations, whereas the use of a fixed p only yields good throughput 
for ranges of K that are close to 1.. For Fig. 3, we used Cmin = 5 and chose the access 

p 

point buffer size for the data periods (i.e., the A and B periods) to be large enough to yield 
negligibly small values of blocking probability for all values of K. It is worth noting that 
the curves of Fig. 3 do not change if the responses are geometrically distributed with the 
same mean response length of 10. This is due to the fact that in the absence of blocking, 
the mean total throughput of the open-loop system depends only on m, K, and p and not 
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on the response length distribution or Cmin. It can be shown [4] that if no blocking occurs, 
the optimal p value is used, and Cmin is chosen to be small, then for large K (i.e., K > 10), 
the mean total throughput is given approximately by 

m+ 1 
, = m+ e' (2) 

since for large K, the throughput of the C period alone is given approximately bye-I. Thus, 
for m = 10, we compute the mean total throughput to be 0.S7 for large K, which is consistent 
with Fig. 3. 

In Fig. 4, we show the mean waiting time (not including the transmission time), W r , of a 
C period request for the open-loop constant length example. As was the case for the mean 
total throughput, when no blocking occurs, the optimal p value is used and Cmin is chosen 
to be small, we can derive a simple expression for Wr [4], 

Wr = K (m + e) - 1, (3) 

in units of C slots. 

In Fig. 5, we show the mean waiting time (not including the transmission time), Wd, of an 
AI B period data response for the open-loop constant length example. This figure is roughly 
a scaled version of the throughput figure, Fig. 3. The mean transfer time (i.e., the request 
and response waiting times plus the request and response transmission times) is shown in 
Fig. 6. This figure shows the end-to-end delay that would be encountered when the given 
number of remote stations are transmitting in the C period with the indicated probabilities 
of transmission p. Thus, the curve for the optimal p value shows the delay for the case when 
the remote stations transmit at the throughput maximizing rate. 

Summary: 

• Both high throughput and low delay are observed for peer-to-peer traffic . 

• The primary component of the delay is the request (i.e., the reservation) waiting time. 
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Figure 4: Request waiting time for open-loop peer-to-peer case with constant length re
sponses, m = 10, Cmin = 5,2 Mb/s medium speed, and 5 ms frame length. 

Submission Page 7 R. O. LaMaire, ! ~~'f~ 



September 1992 Doc: IEEE P802.11-92/108 

-(f) 
I-a 
.....J 
(f) 

() 

z 
c-
~ 

~ 

W 
~ 
l-

e> 
z 
I-
oe:( 
~ 

z 
LS 
~ 

80~--~----~--~r----r----~--~----~--~ 8 

60 

40 

20 

ir' ~_-
/ . ,Ir 'n ..... ok' ....... . ... ... J -' .:iI;. ..•••• 

,,11 . • .0 •• , ''1;1 

.I,A/ .•. .. (T' .~ 

'," .tt··· 's... 11 ... .'S... 
," .... " '11' .......... 

I / ~ a' .' {J..... ... 
p ~.~ ... goo.--s 

~ . 

)( OPTIMAL P 
•.••. E>... FIXED P = 0.05 
---Is-- FIXED P = 0.1 
-.e-.. FIXED p = 0.2 

6 

4 

2 

o '-_--L. _ _ --I-__ ...L..-_----l""---_--'-__ -'--__ '-_---' 0 
o 5 10 15 20 

NUMBER OF REMOTE STATIONS 

z 

Figure 5: Data waiting time for open-loop peer-to-peer case with constant length responses, 
m = 10, Cmin = 5, 2 Mb/s medium speed, and 5 ms frame length. 
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Figure 6: Transfer time for open-loop peer-to-peer case with constant length responses, 
m = 10, Cmin = 5, 2 Mb/s medium speed, and 5 ms frame length. 
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3.3 Baseline Closed-Loop Client-Server Examples 

We now consider several closed-loop examples that have constant length responses. In Fig. 7, 
we show the mean total throughput for several fixed values of p and for the optimal p case. 
It can be seen that the optimal p case yields good total throughput over the entire range 
of K whereas the use of a fixed p only yields good throughput for certain ranges of K. We 
note that using a nominal p value of 0.1 does yield relatively good throughput over most of 
the 0 to 20 range for K. In Fig. 7, we used Cmin = 5 and assumed that the size of the access 
point buffer for the data periods was larger than K so that no blocking occurs. The mean 
total throughput for the closed-loop case is also given approximately by Eqn. 2 when K is 
large, provided that no blocking occurs, the optimal p value is used and Cmin is chosen to be 
small. 

In Figs. 8 and 9, we show the mean request waiting time, Wr, and the mean data waiting 
time, Wd, respectively for the closed-loop constant response length example. Further, in 
Fig. 10, we show the mean transfer time. Note that the mean transfer time corresponds to 
the expected cycle time for a request/response pair since new requests are not generated by a 
remote station until the complete response is received. For a small number of remote stations 
(i.e., < 5), the transfer time is approximately equal to the frame time when the optimal p 
value is used. Note that for the optimal p, as the number of remote stations increases beyond 
5, the mean throughput is approximately constant (see Fig. 7) and the mean transfer time 
increases approximately linearly. 

Summary: 

• Both high throughput and low delay are observed for client-server traffic. 

• A fixed p of 0.1 performs well for 0 to 20 remote stations. 

• An optimal p performs better and can cover a larger number of remote stations. 
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Figure 7: Throughput for closed-loop client-server case with constant length responses, 
m = 10, Cmin = 5, 2 Mb/s medium speed, and 5 ms frame length. 
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Figure 8: Request waiting time for closed-loop client-server case with constant length re
sponses, m = 10, Cmin = 5, 2 Mb/s medium speed, and 5 ms frame length. 
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3.4 Closed-Loop Client-Server Examples for Different Response Lengths 

In our next set of closed-loop examples, we examine several cases with different mean response 
lengths, m. We use the same medium speed, frame length, slot sizes, and Cmin value as was 
used in the previous baseline examples. For the transmission probability p, we only consider 
the case in which the optimal p value is used. We examine cases in which m is 5, 10, and 20 
C slots corresponding to response lengths of 125, 250, and 500 bytes, respectively. 

In Figs. 11 and 12, we show the mean total throughput and transfer time, respectively, for 
constant length responses. The mean total throughput for a large number of remote stations 
can be found (using Eqn. 2) to be approximately 0.78, 0.87, and 0.92, for the three cases. 
These values are consistent with the results of Fig. 11. In Fig. 13, we show an alternative 
representation in which the transfer time is shown as a function of the throughput (or 
utilization). For low load, the mean transfer time is one frame length. The transfer time 
does not increase much until the throughput is increased to values that are very near the 
maximum achievable throughput. Each point in Fig. 13 corresponds to a specific value of 
K, the number of remote stations. The choice of the optimal p implies that the maximum 
throughput is being achieved in the reservation period. For a given K value, Fig. 13 shows 
the highest mean throughput that is achievable and the mean transfer time that is associated 
with it. 

In Figs. 14 and 15, we show the mean total throughput and transfer time, respectively, 
for geometric length responses. Further, in Fig. 16 we show the corresponding transfer 
time/throughput curves. These three figures show results that are similar to those of the 
constant response length case. However, note that the notches of Figs. 11 and 13 (when m 
is 5 and 10) do not appear in the corresponding figures for the geometric case, Figs. 14 and 
16. These notches are caused by some harmonic (or near-harmonic) relationships between 
the response length m and the maximum combined length of the A and B periods, dmax . For 
the constant response length case, such harmonics occasionally lead to some frames that are 
composed entirely of a C period in our closed-loop client-server traffic model. In practice, 
the responses will not all be the same size and there will be some response delays at the 
server that will reduce the likelihood of a pure C period frame. The results for the geometric 
response length case (see Fig. 16) show a much smoother relationship between the mean 
throughput and the mean transfer time. 

Summary: 

• Longer responses yield higher throughput efficiency. 

• Longer responses yield longer transfer times. 

• At low load, the transfer time is approximately one frame length. 
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Figure 11: Throughput for closed-loop client-server case with constant length responses, 
optimal p, Cmin = 5, 2 Mb/s medium speed, and 5 ms frame length. 
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optimal p, Cmin = 5, 2 Mb/s medium speed, and 5 ms frame length. 

Submission Page 13 R. O. LaMaire, ~ ~ir~ 



September 1992 Doc: IEEE P802.11-92/108 

250 I I I I I I I I ~ I ~ 
25 

)( 5 (125 BYrES) 
• I m = + 

, ,... 

* -,....., 
- - -_.E)- -_. m = 10 (250 BYrES) (f) 6 I 

I- 20 (500 BYrES) 
I 

g 200 ,... --- /s -- m = , ! - 20 I 

(f) 6 I 
I 

U ,... , + -I 

Z 6 I 

..;:::, 150 I-
, * 15 I -

W 6 
I ,....., 

:i 
, (f) 

F ; I :i ,... 
I -

9 
I Z a::: ~ w . ~ ......... 

100 ,... I 10 u.. I -
(f) II A z , 
~ I- ~,.-., I 

.::"" ,6 -
l- I , 
z 50 I- -,:,"."';.".:~9.t!.' - 5 
~ 
:i 

I- -

0 I I I I I I I I I 0 
0 0.2 0.4 0.6 0.8 1.0 

MEAN TOTAL THROUGHPUT 
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Figure 14: Throughput for closed-loop client-server case with geometric length responses, 
optimal p, Cmin = 5, 2 Mb / s medium speed, and 5 ms frame length. 
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optimal p, Cmin = 5,2 Mb/s medium speed, and 5 ms frame length. 
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Figure 16: Transfer time/throughput curves for closed-loop client-server case with geometric 
length responses, optimal p, Cmin = 5, 2 Mb/s medium speed, and 5 ms frame length. 
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3.5 Closed-Loop Client-Server Examples with Small Reservation Slots 

In a second example, we illustrate the advantage of choosing the C period slots to be small 
relative to the frame length. In our baseline examples, the frame length was 50 C slots in 
length. We now consider a situation in which the frame is 125 C slots in length. Specifically, 
we again assume a 2 Mb/s medium speed, but choose the frame length to be 5 ms and a 
reservation slot (i.e., C slot) to be 0.04 ms. We assume that the A and B slots are 10 times 
the length of a C slot and we choose Crnin to be 10. In this case, a data slot (i.e., an A or 
B slot) is 800 bits (100 bytes) long and a reservation slot is 80 bits (10 bytes) long. For 
the closed-loop client-server traffic model, we consider cases in which a request requires a 
response of 1, 2, or 5 data slots. These values correspond to m values of 10, 20, and 50, or 
responses that have lengths of 100, 200, and 500 bytes, respectively. 

Figs. 17 and 18 show the throughput and transfer time results, respectively, for this case 
with 125 C slots per frame. As can be seen from Fig. 17, as the response length varies from 
20 to 50 C slots, the mean total throughput varies from 0.92 to 0.94. From Fig. 18, we see 
that as the response length varies from 10 to 20 C slots, the mean transfer time is less than 
20 ms over the range of remote station populations. Further, at low load, the mean transfer 
time is equal to approximately one frame length (i.e., 5 ms or 125 C slots). This example 
shows that when the C slots are small relative to the frame length, then the C period (which 
has a maximum utilization of approximately 0.37) can be made small relative to the total 
frame length resulting in high throughput. 

Summary: 

• The more C slots that there are per frame, the higher the throughput efficiency. 
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Figure 17: Throughput for closed-loop client-server case with constant length responses, 
small C slots, optimal p, Cmin = 10, 2 Mb/s medium speed, and 5 ms frame length. 
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Figure 18: Transfer time for closed-loop client-server case with constant length responses, 
small C slots, optimal p, Cmin = 10, 2 Mb/s medium speed, and 5 ms frame length. 
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3.6 Closed-Loop Client-Server Example with 10 Mb/s Medium Speed 

In a final example, we show how the proposed protocol performs at a high medium speed 
and for up to 40 remote stations. We consider an example with a 10 Mb/s medium speed, 
a frame length of 1 ms, and a Cmin value of 5. Further, we assume the use of an optimal p 
value. As in our baseline set of examples, we use 50 C slots per frame and a 5 to 1 ratio of 
the AlB slot length to the C slot length. Thus, the AlB slots are 0.1 ms in duration and 
the C slots are 0.02 ms is duration. In this case, a data slot (i.e., an A or B slot) is 1000 
bits (125 bytes) long and a reservation slot is 200 bits (25 bytes) long. In this example, we 
consider constant length responses with an m value of 10 which corresponds to a response 
length of 250 bytes. Figs. 19 and 20 show the excellent throughput (i.e., 87% for large K) 
and transfer time characteristics of the protocol. 

Summary: 

• The protocol scales well to higher medium speeds and increased populations of remote 
stations. 
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Figure 19: Throughput for closed-loop client-server case with constant length responses, 
m = 10, optimal p, Cmin = 5, 10 Mb/s medium speed, and 1 ms frame length. 
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Figure 20: Transfer time for closed-loop client-server case with constant length responses, 
m = 10, optimal p, Cmin = 5, 10 Mb/s medium speed, and 1 ms frame length. 
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4 Conclusions 

In this contribution we have shown that a reservation multiple-access protocol can provide 
high throughput and good delay characteristics under a variety of traffic conditions. In 
addition to these good performance results, the proposed reservation multiple-access protocol 
has the following attributes that make it attractive as a choice for standardization: 

1. The proposed MAC protocol flexibly adapts to different mixtures of traffic in the A 
and B periods (i.e., the traffic that is outbound or inbound from the access point). 

2. The fixed frame size permits the straight-forward addition of an isochronous service to 
the protocol. Thus, voice or compressed video can be accommodated along with the 
current asynchronous data service. 

3. The protocol allows for robust performance in the presence of channel errors. In the 
proposed protocol, response messages are segmented into smaller packets (i.e., packets 
that are the length of an A or B slot.). When used along with a Go-Back-N or a 
Selective Repeat error control protocol, the impact of channel errors can be reduced 
as compared with schemes that do not use message segmentation. The point here is 
that message segmentation is an inherent part of the proposed protocol. In some other 
protocols this is not the case. 

4. As was shown in the last part of the performance results, the proposed protocol can 
scale well to higher speeds in which a larger number of remote stations may be con
tending for the channel. 
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