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Abstract

In this paper, we first claim that the current IEEE 802.11 WLAN standard specification does not describe clearly how a beacon is transmitted around the boundary of a Contention Period (CP) and a Contention Free Period (CFP). We then illustrate the possible beacon collisions at the beginning of a CFP, and how these beacon collisions degrade the performance of the Point Coordination Function (PCF). Finally, we propose some possible solutions to handle these beacon collisions. We claim that the problems/solutions explained in this paper should be considered as part of the currently on-going 802.11 TGe MAC enhancement activity [3].

Introduction

In the infrastructure-based IEEE 802.11 WLAN, the beacon frame is transmitted periodically by the Access Point (AP) to allow stations (STAs) to locate and identify the Basic Service Set (BSS). In this paper, we identify inconsistencies found in the 802.11 standard specification [2], across the text and Specification and Description Language (SDL) formal descriptions, regarding the transmission of the beacons around the boundary of a Contention Period (CP) and a Contention Free Period (CFP). That is, it is not clear how and when a beacon can be transmitted at the beginning of a CFP. Then, based on our best understanding of the operation, we demonstrate the possible beacon collisions in the IEEE 802.11 Wireless LAN.

These collisions are produced due mainly to the finite Rx-Tx turn-around time before a frame transmission after determining that the channel is clear as well as non-zero frame processing times. Even if it is possible, beacon collisions will not happen very often. Moreover, losing a beacon is not a serious problem generally at all in an 802.11 WLAN. However, beacon collisions can degrade the performance of Point Coordination Function (PCF) severely since the polling frames from the Point Coordinator (PC) can also collide with the frame that collided with the preceding beacon.

At this time, it is unlikely that PCF in the current form will be used for the isochronous transmission purpose due to its limitation, and hence the degraded performance of PCF might not be a big deal. However, the solution provided in this paper can be a good lesson/guideline for the currently on-going TGe, the MAC enhancement TG, of IEEE 802.11.  That is because a new MAC function for Quality-of-Service (QoS) support may be placed on top of Distributed Coordination Function (DCF) as PCF is in the current specification, and the degradation of this function due to beacon collisions is highly undesirable.

In the following section, we briefly describe IEEE 802.11 Wireless LAN standard highlighting the points of interest related with the beacon transmissions. In Section 3, we present the problems found in the IEEE 802.11 standard [2] regarding the implementation of the beginning of the Contention Free Period (CFP) and its operation. In Section 4, the situations that make beacon collisions happen are illustrated, and finally Section 5 propose some possible solutions to handle this problem.  

1 IEEE 802.11 MAC

The IEEE 802.11 MAC sub-layer defines two functions for accessing the wireless medium: DCF and PCF.  The DCF is used to transmit asynchronous data based on Carrier Sense Medium Access with Collision Avoidance (CSMA/CA) mechanism, while the PCF uses a polling mechanism for a “nearly isochronous” service. Under the 802.11 MAC, the priority access to the medium is controlled through the use of inter-frame space (IFS) intervals, i.e., time intervals between the transmissions of consecutive frames. The standard defines four different IFS intervals: Short IFS (SIFS), PCF IFS (PIFS), DCF IFS (DIFS), and Extended IFS (EIFS). The first one is the shortest while the last is the longest.  Their actual values depend on the underlying PHY.

To support the transmission of acknowledgement (ACK) frames (ACKs), and to prevent other possible collision situations, each STA has a Network Allocation Vector (NAV). All the frames transmitted carry a field, called the Duration/ID field, with the information about the total time needed to complete its transaction, including the up-coming ACK and SIFS.  This information is used to update the NAV of other STAs. When a STA wants to transmit a frame under the DCF, the channel must have been idle for the last DIFS interval based on both the physical channel sensing and the NAV (i.e., zero-valued NAV).  Then, the STA can send the frame.  If not, it will execute the back-off algorithm.  This algorithm generates a random number that indicates how much idle time (in terms of the number of SlotTimes) the STA must wait before the transmission.  For more details, refer to [2]. Figure 1 shows an example of the medium access and the relationships among the different IFSs. 
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Figure 1. An example of medium access and relationship among the different IFSs.

The PCF is implemented on top of the DCF, and controlled by a Point Coordinator (PC) which resides inside the AP. The transmission time is divided into super-frames, where each super-frame is composed of a Contention Free Period (CFP) and a Contention Period (CP).  During the CFP, the PCF is used for accessing the medium, while the DCF is used during the CP.  The duration of a super-frame is referred to as Contention Free Period Repetition Interval (CFPRI).  A CFP starts by a beacon frame sent by the AP or PC as shown in Figure 2.
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Figure 2.  The coexistence of CFP and CP in a super-frame, and an example of stretching and foreshortened CFP.

A CFP starts with a beacon frame and finishes with a CF-End frame, both transmitted by the AP.  (See Figures 2 and 3.) The beacon includes the information about the real duration of the CFP to update the NAV of the STAs as well as the network synchronization information.  A Target Beacon Transmission Time (TBTT) indicates the time when the AP attempts to transmit a beacon, so TBTTs repeat every beacon period. A CFPRI is composed of a number of beacon periods. In some situations, the transmission of the beacon frame can be delayed if a DCF frame from the previous repetition interval carries over into the current interval.  This situation is known as stretching, and can be seen in Figure 2 as ‘Delay (due to a busy medium)’. During the CFP, there is no competition for the medium.  The AP polls each STA asking for pending frames to be transmitted.  In case the STA has any, it will transmit a frame. If the AP receives no response from a polled STA after waiting for a PIFS interval, it will poll the next STA.  An example of the PCF access is shown in Figure 3. The problem here is that the standard fails to show when and how a beacon is transmitted at the beginning of a CFP exactly as explained in the next section.
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Figure 3.  An example of the PCF working in the CFP.

2 MAC Operations around Boundary of CP and CFP

From the current IEEE 802.11 Wireless LAN standard specification [2], it is not clear how the MAC operates around the boundary between the CP and CFP. Apparently, a CFP starts with a beacon transmission from the AP (with a PC in it). However, it is not clear how the beacon is transmitted, and exactly when. In this section, we identify the problems found in the current standard specification related with the MAC operations around the start of a CFP in both the text and the Specification and Description Language (SDL) descriptions. The arguments reported here are based on the best understanding of the authors even though some of them were verified with others folks in 802.11 WG. Thus, they can be refuted in case of the authors’ misunderstanding of the standard. 

2.1 When to Set up NAV for CFP

The beacon transmission at the beginning of a CFP can be delayed if the medium is not idle at TBTT due to the transmission of a frame. The question is when STAs in the BSS set up the NAV for the CFP. The standard says:

‘9.3.2.2 NAV operation during the CFP
…

Each STA, except the STA with the PC, shall preset its NAV to the CFPMaxDuration value (obtained from the CF Parameter Set element in beacons from this PC) at each target beacon transmission time (TBTT) (see Clause 11) at which a CFP is scheduled to start (based on the CFPPeriod field in the CF Parameter Set element of the Beacon frames from this PC). Each non-PC STA shall update its NAV using the CFPDurRe-maining value in any error-free CF Parameter Set element of the Beacon frame that the STA receives. This includes CFPDurRemaining values in CF Parameter Set elements from Beacon frames received from other (overlapping) BSSs.

…’
However, Figure 59 in the standard is showing that the NAV is set up at the beginning of the actual beacon transmission. Now, by following the above specified text description and also by verifying it in the SDL description, we conclude that the NAV is set up in each STA at each TBTT at which a CFP is scheduled to begin. Figure 2 in this paper shows the correct situation of the NAV set-up at the beginning of a CFP.

2.2 Beacon Transmission When Medium Idle around TBTT

The beacon is the first frame transmitted in a CFP by the AP. However, it is not clear when the beacon can be transmitted exactly in case of the idle medium around the TBTT. The standard says:

‘9.3.2.1 Fundamental access

At the nominal beginning of each CFP, the PC shall sense the medium. When the medium is determined to be idle for one PIFS period, the PC shall transmit a Beacon frame containing the CF Parameter Set element and a DTIM element. 

…’
One problem is that the standard never defines when the nominal beginning of a CFP is. Figure 3 in this paper, which is a copy of Figure 62 in [2], shows that a beacon is transmitted at the TBTT, which is the moment when the NAV is set up in each STA. This figure suggests that the nominal beginning of a CFP is maybe a PIFS time before the TBTT when a CFP is scheduled to begin. Another problem is that the sentence “At the nominal beginning of each CFP, the PC shall sense the medium,” is misleading since the AP keeps sensing the medium all the time. Based on the above observations, we conclude that a beacon can be transmitted at the TBTT at which a CFP is scheduled to begin if the channel has been idle for the last PIFS period. This is what we assumed for the simulation study reported later in this paper. However, as discussed below, we could not verify this MAC operation rule in the SDL; in fact, the SDL description regarding the beacon transmission is technically incorrect as explained below.

2.3 Beacon Transmission When Medium Busy at TBTT

Now, we consider when and how the beacon is transmitted when its transmission gets deferred due to the busy medium at the TBTT. The standard says:

‘9.3.3.2 Operation with overlapping point-coordinated BSSs

...

To minimize the risk of significant frame loss due to CF collisions, the PC shall use a DIFS plus a random backoff delay (with CW in the range of 1 to aCWmin) to start a CFP when the initial beacon is delayed because of deferral due to a busy medium. 

...’
‘11.1.2.1 Beacon generation in infrastructure networks 

At each TBTT, the AP shall schedule a beacon as the next frame for transmission. If the medium is determined by the carrier-sense mechanism (see 9.2.1) to be unavailable, the AP shall delay the actual transmission of a beacon according to the basic medium access rules specified in Clause 9. 

...’

The problem is that the description in Clause 9.3.3.2 was made as part of the solution to handle the overlapping point-coordinated BSSs, and it was never mentioned clearly elsewhere in the standard. Moreover, we cannot be so sure what the basic medium access rules are, which were referred to in Clause 11.1.2.1. Even worse, by looking at Figures 59 and 61 in the standard, one can be easily misled that the beacon can be transmitted right away (or presumably after PIFS delay) after the medium becomes idle. By referring to Clause 9.3.3.2, we conclude that the beacon is transmitted using the DCF transmission rule, i.e., (1) channel sensing during DIFS period, (3) random back-off, then (3) beacon transmission. However, we could not verify this operation through the SDL due to the incorrectness of the SDL description. One interesting point here is that we concluded that for the beacon transmissions, DIFS is used when the channel is busy while PIFS is used when the channel is idle around the TBTT.

2.4 Beacon Transmissions Described in SDL

Here, we describe the incorrectness found in the SDL description of the standard. The page numbers in this subsection refer to the pages in IEEE 802.11-1999 standard [2]. First of all, in p. 401, there is the global SDL description for the AP.  There, we can see the general block processes. We are interested in the blocks MLME_AP, MPDU_Generation_AP, Protocol_Control_AP, Transmission, and Reception.

The block MLME_AP contains the process Service Synchronization_AP (p. 453) that controls the timing features including the beacon transmissions.  This process generates a beacon frame every TBTT, and for a TBTT when the CFP is scheduled to begin, the process also updates the variable mCfp (p. 455).  The beacon (without all of its fields completed) is sent to the block MPDU_Generation_AP (p. 410), which adds the TIM field, and schedules this frame to be transmitted the first among the frames in the queue cfQ (p. 414). After that, process Tx_Coordination_AP (p. 424) will receive a request to send the beacon frame.

Tx_Coordination_AP is the process that controls all the frame transmissions, and, in function of the input from the Reception block, decides whether to transmit the frame or execute a back-off.  When receiving the request to transmit a beacon frame, Tx_Coordination_AP can take one of the following two paths in p. 424 from the state TxC_idle, as a function of the state of the signals input queue of this process (see [4]):

· The signals input queue was empty before receiving the signal Pdu_Request to transmit the beacon: In this case, process Tx_Coordination_AP will enter the state TxC_Cfp (p. 429) due to the value of mCfp.  When receiving the request to transmit the beacon (Pdu_Request), the frame is processed, then the process enters state Wait_Cfp_Sifs.  To continue the transmission of the frame, this state has to receive a signal from the timer Trsp, but the timer hasn’t been set up before, and hence the AP will be blocked in this state. If the process happens to follow this path somehow, it will wait for an ACK frame after the beacon transmission, which will never happen.  Another problem in this case is that there is no channel sensing mechanism involved here. That is, a beacon is transmitted at the TBTT irrespective of the status of the channel following this path. Apparently, this path is the one to be used for the transmissions of CF-Poll/Data frames during the CFP, but not for that of beacon.

· The signals input queue was not empty before receiving the signal Pdu_Request to transmit the beacon: In this case, process Tx_Coordination_AP will follow the normal transmission sequence for a DCF frame (the left-most path in p. 424) irrespective of the value of mCfp. This means that the AP will have to sense the channel idle for a DIFS interval to transmit the beacon frame.  It also means that in case of a busy medium, the beacon frame will follow the back-off algorithm.  Following this path, after the confirmation of the transmission of a frame (right path in p. 426), the process asks if the frame transmitted is a beacon and if we are in the CFP (by checking the value of mCfp variable).  If the condition is true, the process will set up the timer Trsp with a PIFS time and then will go to state TxC_Cfp (p. 429).  Then, if there are frames to be transmitted in the queue cfQ, Tx_Coordination_AP will receive a Pdu_Request signal, and will move to state Wait_Cfp_Sifs.  Now, it is true that the Trsp is active and that it will expire after the PIFS time, allowing the transmission of the frame following the PCF rules.

Based on the above observations, we claim that the SDL description in [2] is incorrect since process Tx_Coordination_AP may take the first path above in some cases. One possible modification of the SDL to correct this problem is to remove the path involved with the condition <import (mCfp)> in p. 424. Then, the beacon can be transmitted correctly based on the DCF mechanism as explained for the second path above. However, in this case, there arises another problem, which is the inconsistency regarding the beacon transmission when the channel is idle around the TBTT. That is, in Section 3.2, we concluded that in order to transmit a beacon at the TBTT, the channel should have been idle for a PIFS interval, while based on the possible modification of the SDL suggested here, it seems that it should be a DIFS interval, not PIFS.

In the next section, we show the possible beacon collisions based on our best understanding of the beacon transmission rule, and also how a  beacon collision at the beginning of a CFP can degrade the performace of the PCF severely.

3 Beacon Collision Situations

Three mechanisms were adopted in IEEE 802.11 in order to protect the CFP from frames transmitted by other STAs based on the DCF as follows:

· Every STA other than the AP set up its NAV with CFPMaxDuration, which is the maximum duration of a CFP, at the TBTT in which the CFP is scheduled to begin. (See the second block in the NAV line in Figure 2). These TBTTs and CFPMaxDuration are known to the STAs via previous beacons and when the STA associated itself with the AP.

· Every frame transmitted during the CFP has a pre-defined value (32768) in the Duration/ID field so that STAs receiving such a frame can realize that a CFP is on-going currently. 

· All the frames during the CFP are transmitted after waiting for the PIFS or SIFS period, as shown in Figure 3, which are shorter than the DIFS time, the IFS used during the CP.

Especially, using the first mechanism, the beacon transmitted at the beginning of a CFP is protected from collision in most cases. That is, in case of a CFP stretching, the beacon collision will not happen since the STAs will not transmit frames after the TBTT
.  However, we find that a beacon transmission can result in a collision with a frame transmitted based on DCF when the CFP stretching does not happen.

3.1 Simulation Results

The situation of a beacon collision is not very common, although, if it happens, it could destroy part of the CFP transmissions following the collided beacon.  These collisions can occur between a beacon frame, transmitted by the AP, and a data or RTS
 frame transmitted by any other STA.  We assume a single BSS and perfect visibility among all the STAs (i.e., no hidden terminals) in the BSS. For our simulation model, we assume that the boundary between CP and CFP operates as shown in Figure 3 as explained in the previous section. That is, at the TBTT, all the STAs but the AP set up their NAVs to CFPMaxDuration, and if the channel has been idle for a PIFS period before the TBTT, the beacon will be transmitted right away.

Offered Load to the network
Frame Size (bytes)
Percentage of beacon collisions

CFPRI of 100 msec

CFP of 50 msec
Percentage of beacon collisions

CFPRI of 10 msec

CFP of 5 msec

4.8 Mbps of data
100
2.66 %
3.83 %


500
0.33 %
1.17 %


1000
0.33 %
0.73 %

7.2 Mbps of data
100
5.00 %
3.87 %


500
2.33 %
3.57 %


1000
0.00 %
0.83 %

9.6 Mbps of data
100
2.66 %
3.77 %


500
1.66 %
3.47 %


1000
1.66 %
0.40 %

12 Mbps of data
100
3.33 %
3.47 %


500
1.66 %
3.40 %


1000
1.33 %
0.33 %

14.4 Mbps of data
100
3.66 %
2.87 %


500
1.33 %
2.90 %


1000
2.00 %
0.13 %

16.8 Mbps of data
100
3.33 %
3.77 %


500
1.33 %
3.70 %


1000
1.33 %
0.40 %

Table 1.  Percentage of beacon collisions in function of the offered load.

In our simulations with different loads offered to the network, we counted the number of beacon collisions as shown in Table 1. This table shows the percentage of collided beacons out of the total beacon transmissions. The simulation model is composed of five STAs and one AP, all operating at the 24 Mbps PHY rate, and is based on IEEE 802.11a PHY [1].  For each offered load, the traffic is generated evenly across five STAs. The duration of a simulation run is 10 seconds of network time, and we obtained the results by averaging the results from three simulation runs for each case. The payload of each MAC frame (referred to as the frame size in the table) is fixed for each simulation.

With a CFPRI of 100 ms, there are 100 beacon transmissions in 10 seconds while with a CFPRI of 10 ms, there are 1000 beacon transmissions.  The more beacons transmitted, the larger the probability of beacon collisions.  These probabilities are also affected by the number of frames transmitted each unit of time. For this reason, the shorter the frame size, the larger the number of beacon collisions for the same offered load.  The frame size also affects in other way: the longer the frame, the higher the probability of the CFP stretching.  With stretching, beacon collisions will not happen.

3.2 Analysis of Beacon Collisions

Before transmitting a data or RTS frame during the CP, any STA must detect the channel in the idle condition for a DIFS interval while the AP must sense an idle channel for a PIFS interval before the beacon transmission.  A STA can determine to transmit a frame only before the TBTT at which a CFP is scheduled to begin. There can be a beacon collision when a STA and the AP finish sensing the idle channel at about the same time before the TBTT. That is, a STA, which decides to transmit a data or RTS frame at Collision Margin or less time before the TBTT, will cause a collision with the beacon transmitted by the AP.  This Collision Margin is non-zero due to the non-zero physical layer delays, and can be represented by: 

aRxTxTurnaroundTime + PropagationDelay + aCCATime
The first factor is from the transmitter side: when the MAC sub-layer in the STA decides at t1 to transmit the pending frame, the first bit of the frame will appear in the wireless media at t1 + aRxTxTurnaroundTime.  The last factor is from the receiver side. When the first bit of the transmission is detected in the physical layer of the receiving STA at t2, where t2 is t1 + aRxTxTurnaroundTime + PropagationDelay, then the MAC sub-layer of that STA will be informed of the busy channel at t3, where t3 is t2 + aCCATime.  See Figure 4.

For our simulations, we used the values presented in Table 2, which gives us a contention margin of 6 μs. Note that the contention margin is comparable with the slot time 9 μs.

Parameters
Values

aRxTxTurnaroundTime
2 μs

PropagationDelay
0 μs


aCCATime
4 μs

aSlotTime
9 μs

Table 2.  Physical values that affect the collision margin.  The 2 μs for the aRxTxTurnaroundTime and the 4 μs for the aCCATime are the maximum values according to [1].
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Figure 4.  An extreme case of the beacon collision due to the Collision Margin, where t3 is equal to t1’ (TBTT).  For a beacon collision to happen, t1 can be any value between (TBTT - Collision Margin) and TBTT.

3.3 Beacon Collision Effects

Figure 5 shows two examples of the beacon collision situation.  In case of a collision between STA 1 and the AP, the duration of the collision will be at least the duration of the data frame, when the duration of the frame is larger than that of the beacon frame.  On the other hand, in case of a collision between STA 2 and the AP, the duration of the collision will be the transmission time of the beacon frame, since the duration of a RTS frame is shorter than that of a beacon. The size of a beacon at the beginning of a CFP is at least larger than 20 bytes which is the size of an RTS frame.

After sending the beacon, the AP does not sense the channel, and will only wait for a SIFS period before transmitting the first CF-Poll/Data frame. In case of the collision with a RTS frame, only the data carried by the beacon is lost, and the CFP will continue with the polling sequence correctly. The polling sequence uses a PIFS or SIFS time to access the medium, and therefore will always win over the medium accesses using the DIFS.  Moreover, every STA in the BSS, but the AP, updates its NAV to CFPMaxDuration at each TBTT at which the CFP is scheduled to start. Thus, when a beacon collides with a frame with the size smaller than or equal to the beacon size (plus the SIFS period) such as the RTS frame, the performance of the CFP will not be affected.


Figure 5. Beacon collisions with data and RTS frames.  The processing delays explained in Section 4.2 are ignored here for simplicity.  The DIFS and PIFS intervals shown before the TBTT represent the minimum times the channel must have been idle in order for the STAs to transmit a frame at TBTT.  The duration of the collision is equal to the transmission time of the larger frame involved.

In case of collision with a data frame larger than the beacon frame, the collision may affect also the first (or more) CF-Poll/Data frame(s), in function of the length of the collided data frame as shown in Figure 6. Consequently, these CF-Poll/Data frames sent by the AP will be lost and the destination STAs will never know if they were polled, missing its opportunity to transmit. In the worst case, if the AP is sending small polling frames, a collision could affect several of these frames. Then, the destination STAs will not receive them correctly, and consequently will not respond to the AP.  After waiting for a PIFS interval, the AP will conclude that the STA has nothing to transmit, and will poll the next STA, as shown Figure 6. If this sequential collision happens to extend up to the CF-end frame, the resulting situation may be the worst since all other STA will wait till the end of the original CFPMaxDuration.


Figure 6. Example of the worst scenario of the beacon collision: the AP sends only CF-Poll frames (very short) and the polled STAs do not respond because they detect collisions.  The AP does not sense the channel, and after a PIFS period waiting for a response, it will determine that the STA has nothing to transmit, then polls the next STA and obtaining identical results.

4 Proposed Solutions

We propose a number of possible solutions with the goals of (1) preventing the collisions of CF-Poll/Data frames following the collided beacon, and/or (2) preventing the beacon collision itself. However, the beacon collisions are not common, and the loss of a beacon is not a critical problem in an 802.11 WLAN since beacons do not contain any operationally critical information. So, we may want to prefer the first goal to the second goal depending on the cost to achieve the second goal. On the other hand, if beacons happen to have some critical information (e.g., as a result of the on-going activity of 802.11 TGe), we may want to pursue the second goal. For example, the beacon at the beginning of a CFP may contain some very important information regarding the up-coming CFP.

S1. To avoid multiple collisions at the beginning of the CFP, the AP has to sense the channel after transmitting the beacon.  In reference to Figure 5, in case of the collision with STA 1, the AP can detect the collision because it can sense the channel busy after the beacon transmission.  On the other hand, in case of the collision with STA 2, the collision has ended before the AP senses the channel, so it’s impossible for the AP to detect the collision. Only after detecting the channel becomes idle, then continues to be idle further for a certain time (e.g., a PIFS time), the polling sequence will begin.  With this mechanism, we do not avoid the beacon collision, but avoid the collision of data frames with CF-Poll/Data frames that will affect the performance of PCF. 

S2. In case we do not want to lose the beacon at all, one solution is to wait for a certain period longer than the collision margin, e.g., PIFS time, after the TBTT at which the CFP is scheduled to begin. That is, a beacon can be transmitted as early as at the PIFS interval after the TBTT if the medium has been idle during this PIFS interval. The current operation to handle stretching situations will be applied in case the medium is busy during this interval. With this mechanism, the beacon can be always transmitted without a collision. However, with this solution, the bandwidth corresponding to the PIFS waiting time after the TBTT will be wasted in most cases for nothing, compared to the current standard.

S3. Another possibility is to send the information to be conveyed via a beacon in two different frames.  The first frame to be transmitted contains the data that can be lost without affecting the up-coming CFP.  After this transmission, the AP will sense the channel.  If the channel is idle, the second part of the beacon frame with any operationally critical information will be transmitted after a PIFS time.  If the channel is busy, the second part of the beacon frame will be transmitted a PIFS time after the channel becomes idle.  Furthermore, this second part of the beacon can be also piggybacked in the first CF-Poll/Data frame in order to reduce the overhead involved with a frame transmission.

We believe that these solutions can be implemented in the current IEEE 802.11 MAC sub-layer implementation as part of the PCF without any problem. Moreover, the same solutions can be incorporated into the 802.11 TGe MAC enhancement.

In this paper, we have assumed only the operation of one BSS where all STAs can talk to one another, i.e., no hidden terminals. In case of overlapping BSSs running at the same channel, a beacon can collide with a frame from another BSS even with the solution S2 explained above. Moreover, even after a successful beacon transmission, during the CFP, the CF-Poll/Data frames of the AP could collide with a frame from another BSS. In that sense, we claim that adopting solution S2 alone is not enough.  Thus, finally we have two choices: the combined solutions S1 and S2, or solution S3 alone. See Figure 7.  We consider the problems arising in the overlapping BSSs in separate papers more in detail [5,6].

Figure 7. The proposed solutions: combination of S1 and S2, and S2 alone. 
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The AP senses the channel at these moments according to the proposed solutions in order to prevent the collision of its beacon or polling frame with other transmission.
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Combined solutions S1 and S2





Solution S3








� This figure is a modified version of Figure 59 in p. 87 of � REF _Ref478958670 \r \h ��[2]�. In the modified figure, the second NAV block starts from the second TBTT, not at the beginning of the beacon. This modification was made reflecting the explanation in Clause 9.3.2.2 in p. 89 of � REF _Ref478958670 \r \h � \* MERGEFORMAT �[2]� as explained in Section 3.


� Exactly speaking, it is not true if we consider overlapped BSSs in the same channel as discussed in the next section.


� RTS stands for “Request to Send”, and this short frame (20 bytes) can be optionally transmitted from the sender of a data frame before the transmission of the actual data frame.


� In the typical environment of WLANs, the propagation delay can be ignored.
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At t2’, the beacon appears in the medium, and will result in collision with the data frame. 







t1’ is TBTT, when the AP make the decision to send the beacon frame.







t2’ is t1’ + aRxTxTurnaroundTime 







t1’ 







t2’ 







Channel idle for at least PIFS interval







t2 







t3







TBTT







AP







Beacon







t2 – Propagation Delay
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