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Abstract

Supporting QoS in overlapping BSSs of IEEE 802.11 WLAN emerged as a very challenging problem recently. In this paper, we list a number of features that should be included in 802.11e enhanced MAC to achieve this. As a solution to protect an 802.11e QoS-enabled BSS from BSSs running the existing MAC, we propose to use the RTS/CTS mechanism during the contention-free period as part of 802.11e MAC.

1 Introduction

Currently, IEEE 802.11 Wireless LAN (WLAN) Working Group (WG) is working on the Media Access Control (MAC) protocol enhancement, under the Task Group TGe [2], in order to support Quality-of-Service (QoS). One possible way to support QoS in 802.11 WLAN is to define/implement a contention-free MAC function on top of the Distributed Coordination Function (DCF), which is based on the Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) protocol. In fact, the current 802.11 MAC has such an entity residing on top of the DCF, named Point Coordination Function (PCF), which is based on a polling mechanism. However, the PCF is not capable of supporting QoS due to its limitations.   The DCF and PCF share the media in the following way: there are network frames (or super-frames) that appear repeatedly over time, while a network frame is composed of a Contention Period (CP), when the DCF is used, and a Contention-Free Period (CFP), when the PCF is used.  There have been at least two proposals to TGe, which are based on contention-free MAC protocols: one is AT&T MediaPlex proposal [2], which is based on the existing PCF, and the other is Sharewave Whitecap proposal [4], which is based on a dynamic Time-Division Multiple Access (D-TDMA). 

One big problem with these contention-free MAC protocols is the operation in case of overlapping Basic Service Sets (BSSs). In this paper, “overlapping BSSs” are referred to as two or more BSSs running at the same channel, where the transmissions by some STAs belonging to one BSS affect some stations (STAs) in the other BSSs. In the situation of overlapping BSSs, the contention-free transmissions are not guaranteed due to the possible channel contentions from STAs in the co-located and/or adjacent BSSs. That means, consequently, it makes very difficult to support QoS in the situation of overlapping BSSs. However, this is an essential and very important problem, which should be solved in order to make supporting QoS within 802.11 WLAN more realistic.

In this paper, we first consider the features that should be included in 802.11e MAC enhancement, in order to support QoS in the BSS overlapping situation. Then, we propose a solution that can prevent the contention from STAs in overlapped BSSs in most cases. The solution is basically using the Request To Send / Clear To Send (RTS/CTS) mechanism during the CFP as part of the underlying contention-free MAC. Note that the RTS/CTS mechanism is defined as part of the DCF in the current standard. This solution is geared toward protecting a QoS-enabled BSS from STAs which belong to other overlapping BSSs, and do not understand the QoS-enabling functions.

In the following section, we list hierarchically a number of features, which should be included in the new MAC enhancement, in order to support QoS in situations of overlapping BSSs. While most of them are being considered within TGe already, this hierarchical view should help understanding the overlapping BSS problem. Section 3 presents the proposed use of the RTS/CTS mechanism during the CFP as part of the contention-free MAC.  Then, we also consider when to use this mechanism as well as its limitations. The paper concludes with a brief summary in Section 4.

2 Proposed Features for the Enhanced MAC

In this section, we list a number of features, which should be included in the new MAC enhancement in order to enable the QoS support in the environment of overlapping BSSs.

2.1 Avoiding Overlapping BSSs

The best way one can do is to avoid the BSS overlapping situations. One can achieve this by assigning different frequency channels to co-located and/or neighboring BSSs. This can be done manually by the system administrator in some WLAN environments. However, for example, in the home environment where a professional system administrator is not available, this kind of manual channel selection may not be a feasible solution. Therefore, the new MAC should have a a function to select the channel dynamically and adaptively by observing the channel condition and scanning the status of other possible channels. 

2.2 Avoiding Contention from Overlapping BSSs

It is not always possible to avoid having overlapped BSSs. For example, there may be more co-located BSSs than the available non-interfering channels. Therefore, we need a mechanism to avoid the contention among overlapping BSSs. There are two possible solutions to this problem: 

· Communication among APs in overlapping BSSs: if the Access Points (APs) of the overlapping BSSs can communicate, and can come to an agreement about how to share the bandwidth among themselves, the contention among these BSSs can be avoided, or at least significantly reduced.  The communication can be done via a wireline network, e.g., the Ethernet, connecting the APs, or via the wireless link. This mechanism may involve the participation of non-AP STAs in the overlapping region when there is not a direct communication available between the corresponding APs. The problem is that this mechanism can work only when all the APs in the overlapping BSSs understand the enhanced MAC.

· RTS/CTS in CFP: the communication among the overlapping BSSs will not work if any of the corresponding APs is not capable of the enhanced MAC. In order to protect an enhanced MAC-running BSS from STAs running the existing MAC in overlapped BSSs, we can use the RTS/CTS mechanism during the CFP. We consider this solution more in detail in the following section.

2.3 Handling Contention from Overlapping BSSs  

Even with all of the above-mentioned solutions, there may happen collisions due to many different and uncommon reasons.  Moreover, due to the time-varying and unreliable wireless channel characteristics, the frames can be corrupted. In order to handle the frame losses due to the collision and corruption, the new MAC should have an error control mechanism, which is based on both error correction and detection/retransmission.  Retransmission mechanism should be applicable to the isochronous traffic as well in conjunction with a relevant packet scheduling algorithm, so that lost isochronous frames can be retransmitted as long as the their deadline can be met.

3 RTS/CTS in CFP

In this section, we consider the proposed RTS/CTS mechanism as part of a contention-free MAC during the CFP more in detail. While all other features, discussed in the previous section, are being proposed and/or discussed within TGe already, this RTS/CTS approach is new to our best knowledge.

We believe that this mechanism can be used perfectly in conjunction with any polling-based MAC, such as the existing PCF and AT&T MediaPlex proposal. Therefore, we will assume a polling-based MAC for our explanation. However, we believe that this solution can be applied to any contention free-based MAC, including Sharewave Whitecap proposal, with some relevant modifications. 

3.1 Proposed Mechanism 

Figure 1 shows an example of two partially overlapped BSSs. A circle around each STA (and AP) represents the transmission range of the STA. STAx,1 belongs to the BSS of APx, which is called BSSx.  This example represents a very problematic situation, since STA2,1 is not in the coverage area of AP1.  STA2,1 cannot receive beacons transmitted by AP1, and hence it would not set up its NAV during the CFP of BSS1. Therefore, STA2,1 could transmit a frame while STA1,1 is receiving a data frame from AP1  during a CFP, thus resulting in a collision. In that sense, the example in 
Figure 2
 shows an easier situation, where STA2,1 will not initiate a data transmission during the CFP of BSS1 per hearing the beacon frame from AP1 at the beginning of a CFP.


Figure 1. A situation of overlapping BSSs; STA2,1 is not reachable from AP1.


Figure 2. Another situation of overlapping BSSs; STA2,1 is reachable from AP1.

Many of these collisions can be prevented by using the RTS/CTS exchange before transmission of actual data frames during the CFP. Figure 3 shows the timing diagram for a data transmission from AP1 to STA1,1, while Figure 4 shows the timing diagram for a data transmission from STA1,1 to STA1,2 per being polled by AP1. As is the case with the RTS/CTS of the DCF, after a successful exchange of the RTS/CTS frames, all the STAs that have received either the RTS or CTS frame will set up their NAV.  That will prevent these STAs from sending frames during the forthcoming transmission.  If the exchange fails, the transmission will be deferred, and will be rescheduled. 


Figure 3. The RTS/CTS exchange for data transmission from AP1 to STA1,1.

In fact, the RTS/CTS mechanism can also be very useful to handle efficiently the time-varying channel, as it was used in [6] in conjunction with a polling-based MAC. That is, since the channel errors in the wireless environments are bursty in many cases, by exchanging the RTS/CTS frames before the actual data transmission, the packet losses due to such bursty errors can be reduced significantly. 


Figure 4. The RTS/CTS exchange for data transmission from STA1,1 to STA1,2 per being polled by AP1. Note that the destination STA of STA1,1 could be AP1 instead of STA1,2.

3.2 When to Use RTS/CTS?

Apparently, the RTS/CTS exchanges consume the precious wireless bandwidth redundantly if they are used where there is no contention from overlapping BSSs and the bursty errors are very rare. On the other hand, if the RTS/CTS exchange is not used where it could be useful, the sent frames result in a waste of bandwidth due to the unsuccessful transmissions. Therefore, we need to define some decision-making rules, as is the case with the RTS/CTS in the DCF. Here are some possible rules:

(a) Each STA may report to its AP if there are STAs, which belong to other BSSs, within its coverage. By receiving a frame with a BSSID different from its own, a STA can detect the existence of such STAs easily.  For each data transmission to/from such a STA, the AP may request the RTS/CTS exchange.

(b) The AP itself may detect the existence of overlapping BSSs. Then, the AP may request the RTS/CTS exchange for all data transmissions within its BSS.

(c) For the transmission of a data frame, which is larger than a threshold size, the AP may request the RTS/CTS exchange.  The same rule is applied to the RTS/CTS decision in the DCF via the parameter RtsThreshold.  In case of the current PCF, the AP cannot specify/limit the size of the data frame transmitted by a STA per being polled, e.g., the size of the data frame in Figure 4.  However, it seems to be possible in case of AT&T MediaPlex proposal. 

(d) Per observing a number of transmission failures to/from a STA more than a threshold value, the AP may want to request the RTS/CTS exchange for the data transmissions involving this STA.  Knowing that this mechanism can be useful for the time-varying channel with bursty errors, this can be another important decision-making rule. 

3.3 Limitations

While the proposed RTS/CTS exchange for the data transmission during the CFP can reduce the collisions during the CFP significantly, there are some cases when this will not work. These are mostly due to the limitations of the RTS/CTS itself. We use the network topology in Figure 1 for the explanations:

(a) AP2 sends a data to STA2,1, for example, while STA1,1 transmits the CTS frame.  Therefore, STA2,1 will not receive the CTS frame correctly, and hence will neither set up its NAV.  This means that the RTS/CTS exchange was not successful even though AP1 and STA1,1 would think it was. This may lead to a collision.

(b) The RTS/CTS exchange is done successfully, and STA2,1 has set up its NAV properly.  But, per receiving a data frame from AP2 successfully, STA2,1 will respond with an ACK frame regarding the status of its NAV (non-zero). This ACK frame may result in a collision at STA1,1.  This problem is more detailed in [4], where a possible modification in the DCF is suggested.

(c) The RTS/CTS exchange is done successfully again, and STA2,1 has set up its NAV properly.  But, if AP2 begins the CFP in BSS2 under the PCF assuming that AP2 has a Point Coordinator (PC) in it, STA2,1 will respond with a frame per being polled.  This data transmission may result in a collision at STA1,1.

There could be some other weird situations, which may lead to a collision even with the RTS/CTS exchanges. In that sense, we should utilize the communication among the QoS-enabled APs whenever it is possible.  Note that the two solutions in Section 2.2 are complementary. 

4 Conclusion

Supporting QoS in situations of overlapping BSSs is a very challenging job due to the possible contention from the co-located and/or adjacent BSSs. Especially, we have to protect the QoS-enabled BSS from the BSSs that do not understand the enhanced MAC. Using the RTS/CTS mechanism during the CFP should be a good and attractive solution in order to attain that, even though it would not be a complete solution. However, we believe that there will be no solution that can completely eliminate the collisions and/or losses of frames during the CFP. Note that the frame can be lost due to the bad channel condition at any time. Meanwhile, the RTS/CTS mechanism is part of 802.11 MAC already as a DCF component, so the implementation cost of our solution should be kept minimal. 
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