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Abstract

We propose a new mechanism of dynamic channel selection (DCS) for IEEE 802.11 WLAN. By having the DCS function implemented, an Access Point (AP) can determine the best channel to work at, and initiate the switch of all the stations (STAs) associated with its basic service set (BSS) to the newly selected channel. While some relevant algorithms, such as when to initiate the switch, should remain as implementation-dependent, the standard specification should define the mechanism for DCS, such as how to communicate between the AP and STAs to initiate a channel switch. One important feature of this DCS mechanism is that it does not require any modification of the existing PHY specifications of 802.11.

1 Introduction

The available number of non-overlapping or orthogonal channels for IEEE 802.11 WLAN systems depends on the underlying PHY. For example, 802.11b PHY has three orthogonal channels at 2.4 GHz, and 802.11a PHY has up to 12 channels at 5 GHz. If two co-located Basic Service Sets (BSSs) operate at the same channel, which are referred to as overlapping BSSs, it is not easy to support Quality-of-Service (QoS) due to the possible contentions among overlapping BSSs.  Inside IEEE 802.11 TGe, mechanisms to handle the situations of overlapping BSSs are under discussion, e.g., [3]. However, the best thing one can do is to avoid such a BSS overlapping situation.

In the office environment, this may be achieved by planning the channel allocations to BSSs carefully before the WLAN deployment. However, this is not always possible, especially, in the home environment where other WLAN devices are up and running independently in vicinity, e.g., in the neighboring houses/apartments. Therefore, we need a dynamic channel selection (DCS) scheme, which is not defined in 802.11 currently. With this scheme, the AP of a BSS will determine which channel has the least interference for all the stations (STAs) associated with its BSS, and will lead all the STAs in the BSS to that selected channel.

A European WLAN standard, ETSI BRAN HIPERLAN Type 2 (H/2), has such a mechanism defined in its technical specification as part of Radio Link Control (RLC) sublayer, which is part of Data Link Control (DLC) Layer [5]. According to European Radiocommunication Committee, HIPERLAN equipment must be capable of avoiding occupied channels by employing a Dynamic Frequency Selection (DFS) mechanism and ensuring a uniform spreading of the devices over all the available channels for HIPERLANs [7,8,9]. Note that we use the term “Dynamic Channel Selection” instead of “Dynamic Frequency Selection” used in H/2 since for such a PHY as Frequency Hopping (FH) of 802.11, the concept of frequency selection is not relevant. While the possibility for IEEE 802.11 WLAN to be allowed into Europe at 5 GHz is under discussion, the function of DCS is highly desired to be added to IEEE 802.11 WLAN.

In fact, there is another requirement of HIPERLANs related to this DCS, which is Tranmission Power Control (TPC) [7,8,9]. While we expect some discussions on TPC for 802.11 inside 802.11 Working Group (WG) as well, we will not consider the TPC in this paper. We also confine ourselves into the infrastructure-based 802.11 WLANs with an AP as a centralized decision maker of the DCS within a BSS. That is, we will not consider the ad hoc mode of WLANs in this paper while the DCS mechanism in the ad hoc mode may be also desirable.

While we believe that such relevant algorithms as when to initiate a channel switch should remain as implementation-dependent, the standard specification should define the mechanism for the DCS. In this paper, we propose a possible basic mechanism of DCS for 802.11 with some minor modification of the current 802.11 specifications excluding the underlying PHY specifications.
2 Proposed DCS Mechanism

The proposed DCS mechanism for 802.11 is composed of the following seven components:

· Initiation of a channel selection

· Request of  channel measurements by AP

· Channel measurement process

· Measurement reports from STAs 

· Decision making by AP

· Channel switch announcement by AP

· Switching into the new channel

In the following, we discuss each component in detail.

2.1 Initiation of Channel Selection

There are two cases when a channel selection can be initiated: (1) when a BSS is formed by an AP; and (2) when the AP and/or a STA of a BSS experiences the bad channel condition persistently. For the second case, when to initiate a channel selection is not to be defined in the standard, but implementation-dependent. However, we will need to define some feedback mechanism from the STAs to the AP so that the STAs can report the channel status, which they experience, to the AP. That is, it is possible that a subset of the STAs of a BSS, excluding the AP, may be in an overlapping region with a neighboring BSS, thus experiencing a lot of contentions from the STAs in the neighboring BSS. Moreover, the feedback mechanism may incorporate a channel selection request by a STA, which experiences a bad channel condition. The AP will utilize the channel status information or channel selection request from STAs in order to determine when to begin a channel selection. For the feedback mechanism, we need to define specific management frames. We expect another kind of feedback mechanism for the solution to the overlapping BSSs [4], so the same set of new management frames for the feedback may be used for both purposes.

2.2 Request of Channel Measurements

In order to select the best channel to run a BSS, the AP needs to know the status of other channels as well as the current channel. While the status of the current channel should be available to the AP in order to initiate a channel selection, the AP needs to collect the information about other channels. This will be done via the channel measurements of other STAs. While the channel measurement by the AP itself may be possible by disrupting the service of a BSS for a short time, we believe that it is not desirable since the AP should serve other STAs all the time. Note that during a CP, the AP (or PC) will always be either a sender or a receiver, while during a CFP, it will be a sender or a receiver or a centralized moderator. The first step in collection of the channel status information is to request the channel measurements to STAs.

A new management frame is needed to be defined in order for the AP to request measurements at other channels to a set of STAs associated with its BSS when it decided to initiate a channel selection. Which STAs the AP would request the channel measurement to will be again implementation-dependent. This request can be either of unicast, multicast, and broadcast. The management frame will specify (1) when to begin measurements, (2) which channels to measure, (3) how long to measure, and (4) how to measure. 

How long to measure specifies how long the requested STA is allowed to be absent from the current channel for the channel measurements. How to measure a channel will be detailed in the next section in conjunction with the actual channel measurement process. During a channel measurement by a STA, the AP must not transmit any frame to such a STA and buffer the frames directed to the STA. That is, the AP will consider this STA as a STA in a sleeping mode. The AP should not poll the STA during the CFPs if the STA is in the polling list.

2.3 Channel Measurement Process

The measurement of a channel will be in three forms: (1) detection of other BSSs, (2) measurement of Received Signal Strength Indicator (RSSI) and Pakcet Error Rate (PER), and (3) Carrier Sense/Clear Channel Assessment (CS/CCA) without RXSTART. The details are presented in the following subsections.

2.3.1 Detection of Other BSSs

For the purpose of other BSS detection, an existing MAC sublayer management entity (MLME) service, which is the “scan” service (pp. 100-103, [1]), can be used.  This service is requested by the station management entity (SME) residing within each STA to the MLME via a management primitive MLME-SCAN.request in order to detect existing BSSs in other channels. The primitive MLME-SCAN.confirm returns the scan results to the SME, including a complete description of all the BSSs found. While this service is originally defined in 802.11 in order for a STA to survey potential BSSs that the STA may later elect to try to join, we propose to use this service for a different purpose.

There are a number of primitive parameters for MLME-SCAN.request, which should be specified by the AP when a channel measurement is requested. These include: 

· ScanType: either active (the STA sends a probe frame and expects a response from a BSS) or passive (the STA simply listens to the channel, trying to detect some frames) scanning

· ProbeDelay: delay (in µs) to be used prior to transmitting a Probe frame during active scanning

· ChannelList: a list of channels to examine

· MinChannelTime: the minimum time to spend on each channel

· MaxChannelTime: the maximum time to spend on each channel

The management frame for the channel measurement request discussed in Section 2.2 will specify the values of all these parameters.
2.3.2 Measurement of RSSI and PER

Knowing whether there are existing BSSs in specific channels is not good enough in order to determine the best channel to run a BSS. In the case of existing BSSs detected, knowing how close the STAs belonging to those BSSs is desirable while in case of no BSS detected, knowing the noise or interference level is desirable. When an 802.11 non-compliant system is up and running in a channel, the existence of such a system should be detectable not as a BSS, but as a co-channel interference. For example, an 802.11a STA will need to detect an ETSI BRAN H/2 STA running in a channel.

The 802.11 PHYs define a parameter named received signal strength indicator (RSSI), which ranges from 0 through RSSI maximum. This parameter is a measured by the PHY sublayer and it is indicative of the energy observed at the antenna used to receive the current PLCP Protocol Data Unit (PPDU). RSSI is measured during the reception of the PLCP preamble. The value of RSSI is reported to the local MAC entity as a parameter of the primitive PHY-RXSTART.indicate (RXVECTOR), which is an indication by the PHY sublayer to the local MAC entity that the PLCP has received a valid start frame delimiter (SFD) and PLCP Header. Based on this information, we expect to be able to use the RSSI in order to indicate how close the STAs of existing BSSs are from the channel measuring STA at least relatively.
However, there are two major problems with the current definition of RSSI:

1. Based on the current standard specifications, RSSI is intended to be used in a relative manner and it is a monotonically increasing function of the received power. This means that the RSSI value (out of 256 available values) as a function of the received power will be implementation-dependent. In order for the RSSI to be used as a measure of the interference level (from either existing 802.11 BSSs or other wireless systems), the function needs to be standardized. 

2. The value of RSSI is reported to the MAC only when the PHY can receive the PPDU. That means, this can be used in conjunction with existing BSSs of 802.11, not with other systems, such as ETSI BRAN H/2 at 5 GHz channels. That is why we come up with the third form of the channel measurement.

When existing BSSs are detected, the packet error rate (PER) could be another good measurement to determine the status of the channel. The value of PER alone may not be very useful since the PER could be high due to many different reasons including frequent frame collisions, and it mightwill take quite long time to measure the PER acurately. However, by being used in combination with other measurements such as RSSI and the third measurement described below, it might be a good information to consider even if it is measured during a relatively short time.

2.3.3 CS/CCA without RXSTART

If there exists an interfering non-802.11 device in a channel, the channel measuring STA will not be able to receive the signals from the device correctly, so the RSSI will not be reported to the MAC. However, if the signal power from this device is high enough, the channel is indicated BUSY to the MAC via the PHY primitive PHY-CCA.indication (BUSY). Now, the measurement of the time portion when the channel stays busy without receiving any meaningful MAC frames (indicated by PHY-RXSTART.indicate) could be a good test to determine whether a non-802.11 device is up and running in a specific channel. For this, the nominal delay between PHY-CCA.indication (BUSY) and PHY-RXSTART.indicate should be considered in order to determine whether a CCA busy indication is from a frame reception or not. For this measurement, the AP just needs to specify how long the requested STA will spend on each channel, which is specified as part of the “scan” process previously in section 2.3.1. One possible set of the measurement result is: (1) the number of CCA busy indications without receiving any meaningful MAC frame, and (2) the portion of the CCA busy time during the total measurement time. We may define a more complicated and sophisticated set of measurement results, such as a detected period of such CCA busy periods.
2.4 Measurement Report from STAs

After the completion of a channel measurement, the STA, which was requested to measure the channel(s), should report the result to the AP. The result will include all three parts of the measurements described in the previous subsection. These include (1) (a subset of) the parameters of SCAN.confirm, (2) the measured values of RSSI and PER at the channels, and (3) the measurement result of the CS/CCA without RXSTART. For channels in which no BSS was detected, only the third component will be valid since the first two components will not have any meaningful information without any existing BSS detected. This report may be transmitted upon being polled by the AP during a contention free period (CFP) or during the contention period (CP).  A new management frame should be defined for this channel measurement report purpose.

2.5 Decision Making by AP

After hearing back from STAs, the decision whether to move out of the current channel or not should be made by the AP while the rule is implementation-dependent. The decision will involve the three things: (1) whether to move or not, (2) to which channel if decided to move, and (3) when to move. In order to determine whether to move, the AP will have to compare the status of other channels with that of the current channel in terms of STAs’ measuremnt reports. The channel switch instant may be affected by the status of sleeping STAs since it is desired to inform all the STAs within the BSS of the channel switch decision.

2.6 Channel Switch Announcement by AP

Once the AP determines to switch the channel, it must announce it to every STA in the BSS.  It may transmit a broadcast frame several times indicating when and to which channel the STAs should jump.  We may want to define a new management frame for this announcement, or another possibility is to add this information into a beacon (by defining a new field in the beacon frame format). If a STA misses all these frames, which may happen due to not-so-common reasons, it will be suddenly ‘disconnected’ from the AP after the AP move into the new channel. Then, the STA will have to re-associate with the AP by scanning all the channels. This channel switch announcement may require the acknowledgement from some STAs, especially, STAs with real-time isochronous connections. Since a service disruption of such connections is highly undesirable, ensuring the channel switch decision reception by such STAs is recommended. In this case, we need to define a new control frame for this kind of acknowledgement.

2.7 Switch into New Channel

The movement into a new channel should be as simple as changing the carrier frequency (or frequencies in case of 802.11a OFDM PHY). However, currently no such a service primitive is defined in 802.11 (except for in conjunction with Frequency Hopping (FH) PHY). Since we know that a number of such existing MLME primitives as MLME-SCAN, MLME-START, and MLME-JOIN are involved with moving into a specific channel already, we propose to define a set of new MLME primitives for the channel switch, say, MLME-JUMP.request and MLME-JUMP.confirm, between MLME and SME. We expect that these new primitives can be implemented without any change in the existing PHYs.  While the exact channel switch instant may be implementation-dependent, one possible `time could be right after a CFP, that is, right after a CF-End frame, since in this manner, the service disruption time of the real-time isochronous connections may be minimized.

3 Summary

We proposed a new mechanism of dynamic channel selection (DCS) for IEEE 802.11 WLAN. This mechanism requires a number of new management (or control) frames while some of them may not be necessary. Those include:

· A frame for a STA to report the channel status and/or request a channel selection

· A frame for the AP to request the channel measurement to STA(s)

· A frame for a STA to report the channel measurement result

· A frame for the AP to announce the channel switch decision 

· A frame for a STA to acknowledge a channel switch plan

In addition, the definition of some new MLME primitives for the channel switch was proposed. We also proposed some possible channel measurement mechanisms with a suggestion to the modification of RSSI value functions. The proposed DCS mechanism can be defined without requiring any change in the existing PHY specifications of 802.11. Note that in order for the DCS scheme to be used in practice, some implementation-dependent algorithms or rules should be supplemented on top of the proposed mechanism.
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