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Minutes of Tge Simulation, Metric and Criteria Ad Hoc Group

Session on October 10, 2000

Chair: Matthew Sherman

Secretary: Matthew Sherman

Resulting Action Items:

Jin-Meng Ho & –
Add time sequencing and exlict source info to chart presented

   Khaled Turki
Attempt to realize as OPNET scenario if possible
Utku Moral – 

Code multi-dimensional statistics for model.  Add Jitter if time permits
Keith Amann – 
Define source model parameters for video conferencing

Call to order ~10:00 AM PDT

Roll Call taken.  Conference Call Participants included:

Greg Chesson


Atheros

408-773-5258

greg@atheros.com

Sunghyun Choi

Phillips Research
914-945-6506

sunghyun.choi@philips.com

Jin-Meng Ho


TI


214-480-1994 

jinmengho@ti.com

Srini Kandala


Sharp Labs

360-817-7512

srini@sharplabs.com

John Kowalski


Sharp Labs

360-817-7520

kowalskj@sharplabs.com

Utku Moral


OPNET

202-364-4700 

umoral@opnet.com

Taylor Salman


OPNET

202-364-4700 

tsalman@opnet.com

Aman Singla


Atheros

408-773-5272

aman@atheros.com

Matthew Sherman 

AT&T Labs

973-236-6925

mjsherman@att.com

Khaled Turki


TI


214-480-6908

khaled@ti.com

Any attendees who see omissions or errors in these minutes please contact Matthew Sherman at mjsherman@att.com to revise meeting notes.

Agenda


Provide directions for OPNET’s activities

Review of last week’s action items

Continue work on defining first scenario

Disucsions / Minutes

Directions for OPNET’s activities:

Held discussions on directions for OPNET’s activies in support of the 802.11 Simulation Ad Hoc group.  Group achieved consensus on the following prioritised list:


1) Support of wlan modeling questions from IEEE 802.11 members


2) Coding of custom sources for the Framework


3) Coding of statistics for the Framework


4) Clean up AT&T’s PCF code and integrate with OPNET’s existing code


5) Coding of a priority queuing scheme for the Framework

It was noted as general guidance that coding of scenarios (which is relatively simple) would best be done by 802.11 participants rather than OPNET.  It seems to make more sense to reserve OPNET’s energies for more difficult coding tasks such as multi-dimensional statistics.
Review of last week’s Action Items:
1) Greg Parks – Provide stream topologies for scenarios


Greg was unable to attend this meeting.


Emailed recommend stream topology (Figure 1)


Jin-Meng Ho also emailed a topology (Figure 2)



Further discussion later in minutes

2) Keith Amann – Define source model parameters for video conferencing


Keith was unable to attend this meeting


Emailed note that he would present something for next meeting

3) Utku Moral – multi-source node model and start building first baseline scenario


Completed multisource node model


Completed scenario titled “Model 3” 



modelled after Greg Parks input’s last meeting



Some deviations from Greg’s stream topology

OPNET code for both were forwarded to the sim group by Matthew Sherman 
Continued work on defining first scenario:

Spent time comparing Greg’s chart and Jin-Meng’s chart.


A key difference is source of MPEGvideo stream (AP vs STA)

Also Jin Meng uses distributed data streams rather than bulk

Achieved group consensus that two scenarios could be generated



One with AP as video source



One with STA as video source
It was noted that there was not enough info in Jin Mengs picture to code scenario.  Need actual source statistics (Packet interarrival times, sizes, source start time, etc).  Also need sequencing of sources, similar to what Greg provided in his chart.


Jin-Meng took action to provide source details and sequencing for his diagram


Will attempt to realize scenario in OPNET
Also agreed that first scenario will focus on what happens to QoS traffic when “Flood” of data starts part way through simulations.
Discussed existing OPNET statistics for 802.11

It was noted that we need per stream statistics currently not available in OPNET.
Utku suggested that such statistics could be realized using OPNETs Multidimensional statistic construct.


Two Possible approaches



Add Stream ID’s to packets


Partition streams based on priority, source and destination

Group expressed no preference as to which technique to use

Utku agreed to try and realize per stream statistics including:

Throughput, dropped packets, delay


If time perimits jitter as well (similar to OPNET voice example)
If dimensional statistics work, then great.

Else consider post processing solution to gather data.
Ran out of time.
Adjourned ~11:30 AM PDT till next meeting (assumed same day and time next week).
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Figure 1) Greg’s Stream Topology – Model 3
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Figure 2) Jin Meng’s Suggested Stream Topology

IEEE P802.11
Wireless LANs

Simulation, Metrics and Criteria Ad Hoc Group Minutes

Date:
October 3, 2000

Author:
Matthew Sherman

AT&T Labs - Research


180 Park Avenue


Florham Park, NJ  07932


973-236-6791


mjsherman@att.com


Minutes of Tge Simulation, Metric and Criteria Ad Hoc Group

Session on October 3, 2000

Chair: Greg Parks

Secretary: Matthew Sherman

Resulting Action Items:

Greg Parks – Provide stream topologies for scenarios

Keith Amann – Define source model parameters for video conferencing

Utku Moral – Provide multi-source node model and start building first baseline scenario

Call to order ~10:00 AM PDT

Roll Call taken.  Conference Call Participants included:

Keith Amann


Spectralink

303-440-5330 x278
kamann@spectralink.com

Greg Chesson


Atheros

408-773-5258

greg@atheros.com

Sunghyun Choi

Phillips Research
914-945-6506

sunghyun.choi@philips.com

Utku Moral


OPNET

202-364-4700 

umoral@opnet.com

Greg Parks


ShareWave

916-939-9400

Greg.Parks@sharewave.com

Mike Rudnick


Sharp Multimedia
360-834-8672

mrudnick@sharplabs.com

Taylor Salman


OPNET

202-364-4700 

tsalman@opnet.com

Matthew Sherman 

AT&T Labs

973-236-6925

mjsherman@att.com




Mattew Showmaker

TI


707-521-3067

shoemake@ti.com

Aman Singla


Atheros

408-773-5272

aman@atheros.com



Khaled Turki


TI


214-480-6908

khaled@ti.com




Thierry Walrant

Philips Consumer
408-617-4676

thierry.walrant@philips.com


Any attendees who see omissions or errors please contact Matthew Sherman at mjsherman@att.com to revise meeting notes.

Agenda

To continue discussions started in September interim on translating outputs from Metrics and Criteria group into baseline simulation scenario and statistics.

Disucsions / Minutes

Recap of purpose of this series of conference calls by Greg Parks.

Review of scenario Matthew Sherman started to assemble at interim with Greg.

Discussion of simulation approach:


Include IP stack?

Do most simuations without stack.  A few with for sanity check and confirm performance



Include size overhead for upper levels



Include model of ack traffic. (~one ack for every packet)


OPNET will create node model with unlimited number of sources

Gained consenus on modelling traffic right over MAC (without IP stack) with traffic generators set up to address concerns above


Altheros will look at Full IP stack issues and present.

Discussions of Sorce Models for baseline scenarios:


Home scenario 3 is first target scenario.



Slide #21 of IEEE 802.11-00/196r2 - Model 3



Streams on slide # 10


Need to add the UL overhead


Exact number of nodes and stream topologies need to be defined.



Greg will workup and forward stream topologies

Modeling of Traffic streams:


Three voice



Model as given in 196r2


MP x in original scenario in 196r2 will be broken into 2 separate apps - video confenceing and audio


Audio 128 kbps uni-directional, 512 Bytes packets 



Assumes non interacive



Must add UDP overhead


Video conferencing



10 msec - 30 or even 60 msec frames.



Keith voulentered to figure out what video conferenceing should look like.


MPEG



332 packets/sec (1504 byte packets) for CBR



0-2 mbps of 1504 byte packets for VBR


Also need to add bulk data stream



After system is statically loaded with QoS traffic, will crank up “data node” with bulk traffic to load system to different load points

Statistics / Metrics


Latency



2 measures in OPNET September model




Both statistics measure latency from source node only




one include retransmission one does not




Need to add two sided measurement with destination node


Medium Occupancy



If someone is transmitting, Medium is occupied




Highly simplified but convenient starting point



Assume all reveivers are in range of each other, and use receiver busy




Limits use of channel model but convenient starting point



Reexamine and add complexity as necessary later


Use existing global throughput in OPNET as "goodput"



Can only have one BSS in network as all BSS are counted.

Ran out of time.

Will continue work on statistics and review action items next week.

Meeting will be same day of week and time.

Adjourned at ~11:30 AM PDT
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