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First Conference Call: October 13, 2000

1 Meeting called to order by the chair, John Fakatselis, at 10:00am (PST).

2 Attendance Roll Call

Wim Diepstraten, Lucent

Harold Teunissin, Lucent

Duncan Kitchen, Intel

Michael Fisher, Intersil

Maarten Hoeben, Intersil

Menzo Wentink, Intersil

Greg Chesson, Atheros

Aman Singla, Atheros

Harry Worstell, AT&T

Greg Parks, Sharewave

Michael Rudnick, Sharp

Raju Gubbi, Sharewave

Kahl Durki, Texas Instruments

Mathew Shoemake, Texas Instruments

Jin-Meng Ho, Texas Instruments

T.K. Pan, 3Com

Fujio Watanabe, Nokia

3 Agenda

It was decided to review the DqoS presentation slides with Wim presenting and answering questions, and with Michael Fischer chairing the discussion.
4 Review

4.1 Slide 2, High-Level QoS Requirements

Presentation: the intention of DqoS is to deliver QoS in the face of interference by controlling offered loads.  There is a goal of differentiating between service rates, but it is also realized that there will be no absolute guarantees on latency or jitter.  An important assumption about trends in application development is the notion that streaming applications are increasingly able to adapt to their observed environment by changing transmission/coding rates.  It is felt that this is a natural evolution stemming from the inability to provide hard guarantees of performance (at low cost) in large-scale networks.  Wireless LAN QoS mechanisms can take advantage of this trend.

4.2 Slide 3, Assumptions

Q: is DqoS intended as a Level-1 mechanism?

A: yes, the proposal accommodates rate adaptation, and thus controls the load.

Q: what is the meaning of the constraint “to support full functionality of lower levels”?

Q: This is a consensus decision from a previous conference call based on inputs from Duncan Kitchen and using Michael Fischer’s suggested naming conventions.

Q: is this QoS targeted for home or for enterprise?

A: both.

Q: Does that imply that delay is not important in the home environment?

A: no, delay is in fact important; but, remember this is a Level-1 (only) proposal.

It was noted at this time (Michael Fischer) that terminology must be to be refined due to confusion over multiple uses of the word “priority”.  It was later agreed to use the phrase “access priority” when referring to medium access algorithms, and “priority class” when referring to classes of service or 802.1p priority levels.

4.3 Slide 4, DqoS Objectives

There was a brief presentation of objectives.

Q: is the meaning of “traffic class” according to 802.1 or IETF?

A: 802.1

Explanation of background concepts: the mechanism provides means to limit load on the medium.  This will control delay of higher priority classes within relative limits – not absolute limits.  Also, it is important to avoid starvation of lower priority traffic at the same time.  The mechanism should be adaptive such that the controls are active only when there is higher-priority traffic present.  Thus, best-effort traffic performance should be unchanged compared to legacy devices when there is no other load.  Lastly, the QoS mechanism should work in the presence of legacy devices and in IBSS environments.  There was a question about handling of management frames in the DQOS environment, which was judged to be appropriate for a different discussion.

4.4 Slide 5, Four-queue example

Q: must we standardize the number of queues (some number other than 8)?

A: it seems practical to limit the number.

Q: must all stations implement the same number of queues for interoperability?

A: all stations must observe the same number of access priority levels.  This is separate from the number of internal priority queues.  The AP should control the number of active access priority levels.

Q: terminology distinction between “virtual” vs. “physical” queues.

A: identify at most 8 levels of access according to 802.1p.

Action item: documents should distinguish between the number of service classes, the number of medium access priorities, and the number of priority queues within a STA by using unique terminology for each.

4.5 Slide 6, Approach

Discussion: The total medium load will be controlled via feedback regarding observed traffic, the feedback being communicated from AP to BSS stations.  Under low-to-medium load conditions there may not be much differentiation between hi-priority and lo-priority traffic; but with greater offered load, the lo-priority classes must become bandwidth-limited in favor of the hi-priority traffic.  It is well understood that an overload of high-priority traffic can break the mechanism.

Suggestion: Admission control can prevent overload.

Discussion ensued regarding the feedback mechanisms in the proposal together with some comparisons to TCP congestion control.  It was noted that although the presentation seems to focus on service rate control, it also includes a drop rate control mechanism.  In addition there is the possibility of incorporating additional adaptive mechanisms whereby the access priority of low-priority classes of service can be raised, or bumped up, during periods of time where there is no higher priority traffic.

Q: does this depend on the backoff window or on service rate?

A: shorten the backoff window.

Q: what about stability or oscillation of the adaptation mechanism?

A: any such mechanism must have built-in lag to avoid oscillation.

Q: is it assumed that future applications will be rate-adaptive?

A: yes, it is assumed that applications are learning how to adapt their data rates.  It was noted that this could lead to reduction in image/sound quality.  There was a lengthy discussion of DCF vs. PCF and the plausibility of admission control as a means to eliminate the possibility of network overload.  It was realized and agreed that stations cannot be rejected at Association Time for several reasons: information about the intentions or needs of the station is not available in the association frames, and since a station may develop multiple data streams – each with different QoS needs – the single association handshake is not multiplexed or variable.  Worse: a MAC standard cannot mandate the use of particular upper layer protocols, e.g. SBM or RSVP, for admission control.  At best a MAC standard can specify “recommended practice” guidelines that include warnings about the dire consequences of network overload on the delivery of QoS traffic.

Further clarifications: Differentiation between priorities should be the same across an entire BSS.  This should be done in accordance with 802.1H.

Q: do the access priority rules apply also to the AP? And if “yes”, doesn’t this put the AP at a disadvantage?

A: yes, the rules apply uniformly.  However, the AP typically has a majority of the (downlink) traffic and would be allowed to burst packet multiples to compensate – i.e. creating the effect of more transmission opportunities for the AP.

4.6 Slide 7, Access Mechanism

The medium will be monitored in terms of channel access duration per priority level.  The sampling period could be the same as a beacon interval.

Suggestion (Michael): It would be wise to choose a parameter other than a single beacon interval.  Example was given of a split PCF/DCF where every other beacon interval is DCF.

Q: how can this be made to work in an IBSS?

A: it seems doable, but discussion is deferred.

There are two controlling parameters associated with each medium access priority level: the Submission Rate (SR) and the Contention Window (CW).

Q: if a station has both lo-priority high-rate data plus hi-priority low-rate data, what happens?

A: it doesn’t work that way, refer to later example.

The CW is increased for lower-level access priority levels.  Simulations show that it is better to do this than to skip transmission opportunities (Txops) because the latter strategy skews the access probabilities.  This insight is “essential”.

Q: would we expect SR values, or profiles, to be specified in the MAC standard?

A: not exactly.  The parameter values would be dictated by the AP, using a (possibly proprietary) mapping from observed load to SR and CW values.

Q: So, the CW value controls the access opportunity?

A: yes, but not directly because the CW is used in conjunction with the random number generator (RNG).

Q: is it an SR “vector” (array of values), or an SR value that is sent by the AP?

A: it is a vector.  There are many ways to design/specify.  Further discussion on this topic was agreed to be below the scope of this teleconference.

4.7 Slide 8, Strategy

The challenge is to find a good compromise between access delay and retries.  Begin by assuming a normal CWMIN of 31, and never use less than CWMIN for best-effort traffic class.  There are several aspects of intelligent control that offer opportunities to the AP.  It can observe how many active stations exist for each traffic class and can adjust the CW values that are broadcast to the stations within the BSS.

Q: isn’t there a possibility of something like the Ethernet “capture effect” that could be initiated by the resetting of backoff values after a successful transmission?  Shouldn’t this be examined in simulation?

A: yes, this may or may not be a problem.  There are some reasons to believe it may not be a problem, but simulations are definitely needed.

Q: is best-effort at the CWMIN, or is it greater?

A: in the examples, best-effort is at C4 (lowest).

Suggestion (Michael): QoS documents should adopt the 802.1 numbering convention whereby a higher number signifies a higher priority level (as distinguished from zero as the highest priority).

A: agreed.

4.8 Slides 9-10, Example

Much discussion of these two slides.

Q: does a station with both lo and hi-priority traffic receive better access for its lo-priority traffic when compared with a station that has only lo-priority traffic?

A: no, this does not happen because the lo-only traffic only does backoff when the medium is idle.

Q: the same question related to legacy traffic.

A: the access point can identify legacy traffic.  Refer to slide 15, which deals with this case.

While it is true that legacy traffic contends with differentiated traffic, the legacy traffic must also pass through the AP.  The AP can pace downlink data and this is generally agreed to affect the upper layer protocols (ULPs) and either reduce their offered load directly (by limiting protocol exchanges) or by stimulating rate adaptation by the applications.

Q: Does the AP adjust the CW values according to its internal monitoring state?

A: absolutely, and should not be prohibited from doing so.

Slide 11 question: should linear backoff rather than exponential backoff be used for hi-priority traffic when in a network overload situation?

A: this seems like a good idea.  There is much ambiguity between retry traffic and lo-priority traffic.  Linear backoff might very well be an improvement.  It is true that hi-priority retries receive less differentiation on the medium.  However, their CW will be reset after success.  Nevertheless, it may turn out to be important to do something other than doubling the backoff values.

Back to slide 10.

Confirmation: yes, an adaptive AP algorithm under low-load conditions could change the CWs.

Suggestion (Michael): may want a lower bound on the downward adjustment potential of the CW.  A level of 3, for example, would be too low.

A: agreed.

Discussion: how things work (reviewed again) and back to the earlier question of whether there is a potential for unfair advantage to lo-priority traffic from a system that also has hi-priority traffic.

A: shouldn’t be a problem because the lo-priority station probably has an advantage of the multi-traffic station.

Q: is the proposed control mechanism suitable for all network operating conditions; or better question, what are the range of useful operating conditions.

A: range of conditions will come from simulation experiments.

4.9 Slide 11, Retry Mechanisms

Chair’s note: a separate discussion is needed for determining access priority of PS-Polls.

Q: when switching to power save mode, how does an AP handle queued traffic?

First answer: is TBD.

Second answer:  should use the original priority tag (as presented when the data was queued).

Clarification of the phrase “next in line” on slide 11: it refers to the access priority schedule (e.g. 2,2,3,2,2,3,2,2,3,2,2,4 as shown on slide 10) and means that a retry for access level 2 must take place only at a level-2 transmit opportunity for that station according to the “schedule”.

4.10 Slide 12, Load monitoring

There was discussion of the pros and cons of having stations perform monitoring or having the monitor function reside in an AP.  There was consensus that the function should reside in the AP for several reasons, one big one being to avoid having to standardize an algorithm for monitoring and reporting.

4.11 Slide 13, ESS and IBSS

The number of people on the call dropped to about 6 by this time.

The discussion on slide 12 was replayed with slide 13, as it is important to apply management policies uniformly across a BSS.  The discussion of IBSS management was abbreviated due to time constraints.  The simple answer is that the monitoring function rotates with the beacon master and each master can transmit CW parameters during the next beacon interval using backoff==0 (to ensure success).

4.12 Access Priority, Drop Rate Control, Other Mechanisms

Discussion deferred due to time constraints.

There was a brief discussion of other mechanisms (Slide 20), but no resolution of open questions.

5 Conclusion

The chair closed the call as the scheduled time (2.5 hours) was consumed.
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