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Opening:

Call to order – John Fakatselis

John reiterated that this is conference call is an ad-hoc meeting and no official decisions will be made in these calls. All official activities will be conducted at the November meeting. The purpose of the call is to move forward in the formulation of a baseline document that can have a broad consensus to be adopted at the November meeting.

Roll Call :

Keith Amann                             
SpectraLink

Menzo Wentink                        
NWN/Intersil

Tim Godfrey                             
Choice Microsystems/Intersil

Maarten Hoeben                 
NWN/Intersil

Wim Diepstraten                       
Lucent

Mike Rugnick                      
Sharp Labs

Anil K. Sanwalka                        
Neesus

Tom Tsoulogiannis                        
Neesus

Sunghyun Choi                        
Philips

Greg Parks                               
Sharewave

Michael Fischer                        
Choice Microsystems/Intersil

John Fakatselis                     
Intersil

Greg Jensen                         
Atheros

Jerrold Bonn                            
Raytheon Company

Mat Fischer
BroadCom

Wei Lin
AT&T

Jin-Meng Ho                          
TI

Vladimir Yanover                      
BreezeCom

Harold Teunissen                   
Lucent (NL)

Albert Petrick                            
Parkervision

Duncan Kitchin 
Intel

Raju Gobbi
Sharewave

Harry Worstell
AT&T

Floor was relinquished to Michael Fischer (Editor, TGe MAC QoS Enhancement Group) for the remainder of the meeting.

I.   MPDU AGGREGATION:

MPDU Aggregation for  Concatenation with respect to item 1 of the email from Michael Fischer October 11 AM attached here as attachment 1.

Vladimir Yanover sent email October 11 AM  and is attached as attachment 2.

The floor was given to Vladimir to presented his paper on MPDU Aggregation (encapsulation)

Issues:

1. Primary issue is how to encapsulate ie. put several frames that is to be transmitted into a single physical MPDU.

2. How to provide duration?

Define exactly as provided in DCF rules 

3. How to define Frame sequences without breaking the rules?

Discussion on Vladimir’s proposal:

Michael: 

1. There is a RA of broadcast but no BSSID. Is it not needed? 

It was agreed that this would be needed.

2. What is the appropriate limit for the length of the entire container frame should be?  Can continue with the present 2304 Octet – will need a delayed ACK mechanism and a change in the rules will be needed.

Greg Jensen: Are delayed ACKs more venerable then regular ACKs – Can become quite complex to implement.

a. There are no delayed ACK scheme in DCF to date. 

b. The only delayed ACK scheme has been presented in the Joint Proposal.

3. Sharp Presentation: 1394 Firewire point-to-multipoint  transmissions

Timing is so short that aggression should be done above the MAC. The MAC can not resolve the short timing.

Michael:

1. Mechanism that are transparent get very complex, very quickly or are very restrictive that it is not worth putting in – is an open issue.

2. Must be reasonably be non-destructive to the MAC.

3. Must be of sufficient simplicity that it makes sense to use .

Observation: It may be possible to make the aggregation rules applicable only to frames that will not be retried by a mechanism that is not based on QoS level 3.

II Framing Change Sequence Issues

Maartin:

1. In the first sequence with a container with a single RTS  and a CTS DATA ACK sequence – who is going to CTS the RTS in the container.

2. If you allow for an ACK to be in a container, how is the duration coverage of the data frame that is sent previous to the ACK that is encapsulated in the container?     

Only applies if doing fragmentation . Michael

3. What is in the duration field of the RTS?

4. If container is protected by RTS/CTS, who is the RTS directed to?

5. If multiple destinations are done, the RTS/CTS mechanism may break as well as ACK mechanism.

6. If FCS in the middle of frames, some implications may not be able to handle this.  Why have this frame in the middle?

Vladimir:  Agrees there may be a problem but there are other protocols that support CRC in the middle of the frame.

Maartin: Most vendors of MAC ASSICs will want to implement this in there present hardware in the 2.4GHz band. WEP is a bigger issue. WEP needs a setup time.

Wim: If only unicast or single destination situations are used there it may be useful for these situations only and evaluations need to be done to see how much will be gained by it.

Michael:  Assumption – 

1. There would be a container header that the WEP field would define WEP for the entire payload for the entire aggregated MPDUs where there would be a single FCS at the end that  would cover the entire set of MPDUs.  

2. Continue to maintain the 2304 limit in octets. 

3. The container headers should be even in length.

4. Consider whether the MPDUs sizes should be MPDU sizes or offsets even bounders so they can be implicit  one octet paths so that MAC headers can be aligned as today.

5. Implicit destination rule is a common destination (all one directed destination or all group addresses) 

6. The addressing rules are those of data frames (3 or 4 address fields can be used for WDS)

7. Stations today send probes only to a broadcast destination, suggest a mechanism to make an extension to existing implementations to send directed probes.

8. MAC header is embedded within the payload of the container and are formatted the same way they are today.

9. There will need to be a size or offset array because (1) the PLCP length was useless in the dot 11a case where there are 216 bits in a symbol (2) if they are to be aligned there needs to be an easy way of knowing where the paths are between odd lengths of MPDUs.

Issue  of single destination avoiding the ACK problem, with a single FCS etc. is tabled to be discussed by email and to be discussed next week or at the face-to-face meeting. The topic to be considered is with these restrictions, is the mechanism worth incorporating in the baseline?

III. Power Saving

Issue: What are the expectation in the use of power saving mechanisms in a QoS environment. 

Summary 

View points :

1. The cordless phone model – power saving is aggressive in standby and not used when a stream is active.

2. Certain types of stations and traffic can benefit from power save with the stations being active only a subset of the beacon interval even while their streams are in progress.

There is nothing in the MIB that allows any function outside the MAC to find out who is in power save and who is not.

It is unclear as to whether modification to include the power save mechanism to be useful at QoS levels 2 and 3 should be base on strictly the existing mechanism (requires the QoS traffic to go by way of the AP) or that it is a mechanism that is for the station-to-station case. Where is it that a combination of QoS with or without going by way of the AP for power save makes sense and/or is vitally important? Does this tend to get restricted to stations with a very small amount of traffic other than the stream in question? Please comment on these issues by the reflector prior to our next conference call.

Recess until next conference call October 18, 2000. 

*The agenda for the teleconference on October 18, 2000 will include DQoS, power save, and possibly other items to be announced prior to the meeting.

*The next TGe Ad Hoc QoS conference call is scheduled for Wednesday October 18, 2000 at 12:30 PM Eastern time US.

The dial in number id 734-414-0268

Participant code 356339

ATTACHEMENT 1:

Email of agenda sent by Michael Fischer

To those planning to participate in the QoS Baseline Ad-Hoc

teleconference on October 11:

The primary objectives for the October 11 teleconference are:

1)  To define the mechanism for MPDU aggregation (also referred to as

MPDU concatenation); that is, the frame format and rules for what (and

how much) may be included when sending a plurality of MPDUs in a single

PPDU.  Vladimir Yanover has proposed an aggregation format (I don't know

how widely it has been distributed, but it is too large to attach to

this message) which is very rough summary is as follows:

    * a new Control subtype is assigned to designate a "Container" frame

    * the Container has a MAC header, with (under DCF) a Duration that

covers the full payload,

        a DA of broadcast, and WEP=0 (if individual MPDUs are encrypted

they have WEP=1 in

        their individual MAC headers within the Container payload).  The

PowerSave bit in the

        Container header reflects the power save state of the sending

station, and presumably

        must be the same value in the header of each individual MPDU in

the payload.

    * after the Container MAC header, which otherwise looks like a data

frame header, is a count

        of MPDUs, followed by a vector of MPDU lengths and an FCS which

covers this portion of

        the MAC frame

    * after the container FCS appear each MPDU, exactly as they would

appear if sent individually

        except without intervening spaces

This is a concrete proposal for MPDU aggregation, but is by no means the

only way to achieve this objective.  I provide the summary here because

most other suggestions have been far more informal, and this provides a

starting point for discussion.

2)  To determine the meaning of power save mode as it applies to a

QoS-aware station associated in a QBSS running at at each of QoS levels

1, 2, and 3.

3)  To discuss possible changes to power save support at QoS-aware APs

and PCs to reduce the impact of the current rules, which give traffic to

power save stations absolute priority over all other traffic.  What is

of primary concern is how to define, and then to accommodate, acceptable

coexistence between non-QoS power save stations and QoS activity in a

single BSS.

4)  To consider (briefly) the applicability of the encapsulation

approach used for MPDU aggregation to the possible incorporation of

MAC-layer FEC.  This is NOT a discussion of MAC-layer FEC, which needs

to remain an open issue at this point, pending the availability of other

submissions and proposals.  This is a discussion of whether the

aggregation mechanism can serve as a more general means to encapsulate

MPDUs which do not match the frame formats defined in clause 7, and

whether this is, in fact, a better approach to an FEC option than the

approach proposed in the joint proposal (docs 00/120 and 00/120r1).  As

the person who suggested the format shown in the joint proposal, I

believe that it does; and have placed the issue on this list for

discussion because I have seen several submissions by other groups which

make reference to the FEC format shown in the joint proposal -- perhaps

without adequate consideration for whether this

ATTACHEMENT 2:

Aggregation Proposal by Vladimir Yanover

Introduction

This topic provides details of the proposed aggregation of the 802.11 MPDUs. This way of aggregation of the 802.11 frames has been suggested by Michael Fischer. 

It is suggested to add to the 802.11 MAC specifications a new clause 7.2.1.7. “Aggregated Frame Format” or “Container Frame Format”

The name proposed for the new subtype is “Container”.
References

[1] STANDARD ISO/IEC 8802-11. Wireless LAN Medium Access Control (MAC)

and Physical Layer (PHY) specifications

[2] doc.: IEEE 802.11-00/120r1. Joint Proposal for 802.11E QoS Enhancements

General

What is aggregation 

An aggregation feature may be involved for both DCF and PCF. This feature is based on the idea of concatenation of several MAC MPDUs “as is”, back to back, in a single MSDU.

Motivation 

The main motive for the employment of the aggregation is to decrease the PHY overhead: inter-frame spaces, preambles, Backoff slots. This is especially important for the high bit rates.

Frame Format

The following frame format proposed (bolded boundaries in the table mean arrays of certain fields).

Octets: 2
2
6
6
1
2
4
Variable

Frame Control


Duration /  ID
RA
TA


Number of MPDUs 
MPDU sizes
FCS
MPDUs 

Type=01 (Control)

New subtype e.g. 1001
Duration
Receiver Address: broadcast 
Transmitter Address
Number of individual MPDUs aggregated in the given frame
Array of the individual MPDUs’ sizes
FCS

Calculated for the set of the preceding fields
Individual MPDUs with individual FCS each one

Container Content and Frame Exchange Sequences (FES)

This is to define Frame Exchange Sequences in which the Container frame is allowed to participate (see Tables 21, 22 in [1], 9.7).

The rule is that the appearance of the Container frame [M1-M2-M3-…Mp] (aggregation of MPDUs M1, M2, … Mp) is allowed if it does not break any sequence defined in the Tables 21, 22.

Examples. Let’s consider the following FES:  RTS-CTS-DATA (unicast)-ACK. Then the following sequences are allowed:

· [Container with a single RTS and possibly other MPDUs that do not require immediate response]-CTS-DATA-ACK

· RTS-[Container with a single CTS responding to the RTS and possibly other MPDUs that do not appear as an immediate response and do not require immediate response]-DATA-ACK

· RTS-CTS-[Container with a single DATA MPDU responding to the CTS and possibly other MPDUs that do not appear as an immediate response and do not require immediate response]-ACK

· RTS-CTS-DATA-[Container with a single ACK and possibly other MPDUs that do not appear as an immediate response and do not require immediate response]

· RTS-CTS-[Container with multiple DATA MPDUs addressed to the same STA and responding to the CTS]-[Container with a multiple ACK MPDUs that respond to the above DATA MPDUs]

· In the Enhanced PCF (see Joint Proposal) the Container frame might contain multiple DATA MPDUs addressed to the same STA or to different STAs. These MPDUs will be later acknowledged by Delayed ACKs.

Further paragraphs specify the fields of the Container frame.

Frame Control 

The following table figures the frame’s Control field. 

Protocol Version
Type
Subtype
To DS
From DS
More Flag
Retry
Pwr Mgt
More Data
WEP
Order

Protocol Version
Control = 01
1001 = Container
0
0
0
0
Pwr Mgt
0
0
0

Bits:  2
2
4
1
1
1
1
1
1
1
1

Duration

Duration field is assigned according to [1], 7.1.3.2, option b) i.e. like in Control frames other than PS-Poll.

RA

Receiver Address: broadcast

TA

Transmitter Address. Individual address identifying the STA that has transmitted the given Container frame.

Number of MPDUs

The number of individual MPDUs aggregated into the given Container frame.

MPDUs’ Sizes

The array of sizes (in octets) of individual MPDUs aggregated into the given. The array contains a 16-bit integer value per each individual MPDU.

FCS

Calculated for the fields 

· Frame Control 

· Duration

· RA

· TA

· Number of MPDUs

· MPDUs’ Sizes

as defined in [1], 7.1.3.6.

MPDUs

Individual MPDUs aggregated into the given Container. This frame includes the following components of each MPDU:

· MAC Header (meaning of the Duration field is TBD)

· Body including IV, ICV if the WEP function is involved

Suppose that the FEC option is used as defined in the Joint Proposal. Then the Container frame includes the following components of each MPDU (see [2], 7.1.2.1 “Forward Error Correction (FEC) frame format”):

· MAC Header (meaning of the Duration field is TBD)

· VS ID 

· IV

· Header FEC

· MSDU or MMPDU

· ICV

· FCS

· Payload FEC
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