October 2000

doc.: IEEE 802.11-00/359

IEEE P802.11
Wireless LANs

802.11 Task Group E Teleconferences

Date:
October 24-25, 2000

Author:
Tim Godfrey

Intersil

Phone: 913-706-3777

Fax: 913-664-2545

e-Mail: tgodfrey@choicemicro.com

Minutes of IEEE P802.11 Task Group E Interim
 Meeting – New Jersey
QoS Baseline Development Ad Hoc
October 24-25, 2000

1.1. Opening

1.1.1. Called to order by John Fakatselis at 09:00

1.1.2. Secretary – Tim Godfrey

1.1.3. Roll Call

Harry Worstell – AT&T hworstell@att.com 

Bob Miller – AT&T rrm@att.com 

Dan McGlynn – Symbol  mcglynn@symbol.com 

Duncan Kitchin – Intel duncan.kitchin@intel.com 

Wen Ping Ling – NextComm wying@nextcomminc.com 

Matthew Sherman – AT&T mjsherman@att.com 

Bob Meier – Cisco rmeier@cisco.com 

Liwen Wu – Cisco liwwu@cisco.com 

John Kowalski – Sharp kowalskj@sharplabs.com 

Menzo Wentink – Intersil Menzo.Wentink@nwn.com 

Tim Godfrey – Intersil tgodfrey@intersil.com 

Michael Fischer – Intersil mfischer@choicemicro.com 

Sri Kandala – Sharp Labs srini@sharplabs.com 

John Fakatselis – Intersil jfakat01@intersil.com 

Jerrold Bonn – Raytheon jerrold_bonn@res.raytheon.com 

Sunghyun Choi – Philips sunghyun.choi@philips.com
Huayan Amy Wang – Symbol wanga@symbol.com 

Keith Amman – Spectralink kamann@spectralink.com
Neal Domen – NSC neal.domen@nsc.com 

Wei Lin – AT&T linw@att.com 

Greg Parks – Sharewave gparks@sharewave.com 

Wim Diepstraten – Lucent wdiepstraten@lucent.com 

Jin Meng Ho – TI jinmengho@ti.com 

Greg Chesson – Atheros greg@atheros.com 

Harold Teunissen – Lucent hteunissen@lucent.com
1.1.4. Procedural Notes

1.1.4.1. Ad Hoc meeting – not binding for TGe. We will generate an output document for TGe.

1.1.4.2. Voting rights – everyone has the right to vote. Attendance does not count towards 802.11 voting rights. Output documents are publicly available on the web site. 

1.1.4.3. Lunch Logistics – buffet to be served in the meeting room.

1.1.4.4. This room is available in the evening.

1.1.4.5. Conference call – there is no phone available in this room. We will not have the conference call on Wednesday, or re-schedule it. 

1.1.5. Objectives

1.1.5.1. Direction from TGe – this is a single subject meeting, to work on the baseline for the QoS draft. We will organize the outline, and structure the sub-section starting text. This output will be guidance for the November plenary meeting.

1.1.5.2. We are here to generate a baseline that is acceptable to >75% of the TGe in Tampa.

1.1.5.2.1. Identify the relevant topics

1.1.5.2.2. Define general solutions for most topics

1.1.5.2.3. Define specific behavior if time permits.

1.1.5.3. This is a baseline – not a draft. We do need to have something to adopt as a draft as soon as possible to accelerate our progress.

1.1.5.4. We will attempt to ballot the QoS and Security components together if possible. If their schedules diverge, they may need to be separated.

1.2. Agenda

1.2.1. Proposed Agenda

1.2.1.1. 09:00 Organize result capture

1.2.1.2. 09:10 Review objectives and non-objectives

1.2.1.3. 09:20 Output documents and style issues

1.2.1.4. 09:40 Choose order of technical discussions

1.2.1.5. 10:00 Technical discussions

1.2.1.5.1. Terminology – 15 minutes

1.2.1.5.2. MLME SAP – initialization issues – 30 minutes

1.2.1.5.3. MAC SAP Definition - 

1.2.1.5.4. Issues with the PHY SAP, 802.11a issues.

1.2.1.5.5. DCF / PCF Extension Integration 

1.2.1.5.5.1. Higher layers

1.2.1.5.5.2. Conformance Levels

1.2.1.5.6. Extensions to the DCF

1.2.1.5.7. Extensions to the PCF

1.2.1.5.8. Power Management / Multi-rate

1.2.1.5.9. Bridge Portal Concept

1.2.1.5.10. Overlapping BSS

1.2.1.5.11. Frame Formats (and FEC)

1.2.1.5.12. Other

1.2.1.6. 14:30 Generate text – small groups

1.2.1.7. 16:30 Assess progress, plan evening & AM

1.2.2. Agenda approved without objection

1.3. Technical Discussion

1.3.1. Output documents

1.3.1.1. Start from output of Scottsdale (00/332)

1.3.1.2. Include text from existing standard – complete document representing the 802.11 MAC.

1.3.1.2.1. We could handle clauses 1-5 with insertions

1.3.1.2.2. With clauses 6-7 and 9-11 we should include and update the existing text for readability

1.3.1.2.3. We should add a new clause 19 on QoS. (overview and new normative material)

1.3.1.2.4. We also need to perform maintenance on all MAC clauses to merge in 802.11 a, b, and d, and correct known errors and ambiguities.

1.3.1.3. This output document structure was accepted without objection

1.3.1.4. Proposal for a separate document to capture multiple alternatives that are not incorporated into the baseline. (starting from today).

1.3.1.5. Instead of generating a separate document, we will capture alternative ideas in the minutes.

1.3.1.5.1. Accepted without objection

1.3.1.6. Output documents:

1.3.1.6.1. Baseline Proposal

1.3.1.6.2. PowerPoint presentation for Tampa – to present the baseline to the TGe group in a more understandable form. 

1.3.1.6.3. Usage Suggestions – preliminary draft of material for the informative annex (use with SBM, RSVP, 802.1D and Q). Document 00/357

1.3.1.6.4. Errors and Ambiguities in the 802.11-1999 MAC specification (needed by the end of the November meeting.) (document 00/353)

1.3.1.6.5. 802.11a PHY timing required by the 802.11 MAC. (00/354)

1.3.1.6.6. Record of rejected proposals (00/355)

1.3.1.7. Result capture strategy (volunteers needed)

1.3.1.7.1. Topics that are important to explain to TGe – Greg Parks

1.3.1.7.2. Terms, acronyms and intended meanings – John Kowalski

1.3.1.7.3. errors and inconsistencies in existing standard. – Michael Fischer

1.3.1.7.4. These documents to be merged into the minutes.

1.3.2. Terminology

1.3.2.1. Consistency with 802.11 and 802.1 is important.

1.3.2.2. The PCF and DCF definitions:  coordination functions- they are mechanisms, not services There is one service – asynchronous data service. We are not creating any new services.

1.3.2.3. We need a way to refer to the “things” that differentiate QoS. The term “traffic class” is bad because our use conflicts with the 802.1 usage of this term. We can’t re-define it. 

1.3.2.4. The terms “Traffic Label” and “Traffic Category”  is proposed.

1.3.2.5. “Traffic Category” is the preferred option. (Leaving “traffic label” for the field that carries this information)

1.3.2.6. We need terms for enhanced versions of things (ESTA, EAPC). The terms in the Joint proposal are suggested.

1.3.2.7. Transmission Opportunity – defined as a time and duration limit (under rules of the coordination function in effect)  where a station has the right to transmit. 

1.3.3. MLME SAP

1.3.3.1. Initialization of a QBSS

1.3.3.1.1. MLMEstart.request could be extended by adding another type – namely QBSS.( QoS infrastructure and QoS Independent)

1.3.3.1.2. Capability information would need to reflect Capability bits as appropriate.

1.3.3.1.3. A parameter set will need to be defined (QBSS parameter set)

1.3.3.1.4. No discussion – will be an editorial activity. Add “QoS_Infrastructure” and “QoS_Independent” to BSSType.

1.3.3.1.5. We need a new parameter of “QoS_Level” (could be implicit in capability bits)

1.3.3.1.6. Editorial note: The restriction about advertised vs granted capabilities.

1.3.3.2. Initialization of Bridge-Portal

1.3.3.2.1. Additional parameters are needed in “join”.

1.3.3.2.2. new MLME-BP-Start.request / .confirmation

1.3.3.3. Scan / Join by a station (ESTA)

1.3.3.3.1. Add “QoS_Infrastructure” and “QoS_Independent” to BSSType.

1.3.3.3.2. Use capability bits to identify QoS_Level in both the MLME-join.request and join.confirm.

1.3.3.4. Reporting of WM state to higher layers

1.3.3.4.1. an abstract interface

1.3.3.4.2. Is the higher layer asking for medium status, or is it told medium status? Consensus it that it is asking. 

1.3.3.4.3. This means the MLME-WMStatus.request and .confirm are needed.

1.3.3.4.4. Exactly what about the medium would be reported? Instantaneous state of medium – no contracts or guarantees. 

1.3.3.4.5. List of potential parameters is still needed….

1.3.3.5. New primitive to allow Error Statistics for a particular multicast MAC Address to be provided from a higher layer to the MAC. The MAC cares so it can make a determination of the best data rate. 

1.3.3.5.1. This could also be done with an extended vector on MLME-Set or in MIB parallel to dot11MultcastAdddrList

1.3.3.6. Discussion

1.3.3.6.1. Does the AP need to announce its capabilities in a general sense and what is currently available separately? Or is denial of capabilities at time of association due to inadequate resource acceptable?

1.3.3.6.2. How does a station find out what the maximum capabilities of an AP are (if the advertised level is lower due to resources)?

1.3.3.6.3. Resources and Capabilities are two different things, and should not be overloaded onto one set of bits.

1.3.3.6.4. When a station is rejected for association at a certain level, can it allow associate at a lower level before that level is advertised in a beacon?

1.3.3.6.5. Suggestion to put the AP’s state into the load element. It would allow the station to determine why association is denied, and alter the request if possible in order to obtain association.

1.3.3.6.6. Capability bits to remain unchanged during the operation of the QBSS. General agreement on this point. 

1.3.3.6.7. We need to figure out the best mechanism for communicating the state of the AP for stations to use when attempting association.

1.3.4. MAC SAP definition

1.3.4.1. We cannot change the MAC SAP. The higher layers don’t know about any additional parameters. Applications shouldn’t need to know if they are associated in a QBSS or legacy BSS.

1.3.4.2. Proposed Text and notes:

1.3.4.2.1. Presented by Duncan Kitchin.

1.3.4.2.2. Explanation of the nested QoS Level concept will be put in Clause 19.

1.3.4.2.3. This is a single data service description. The QoS Functions must be defined in a formal way, in spite of the lack of guarantees due to the wireless medium.

1.3.4.2.4. Semantics of the service primitive – mostly prescribed by 802. 

1.3.4.2.5. The priority parameter used to be Contention and Contention Free. The new parameter continues to support Contention and Contention Free, and adds an integer between and including 0 to 7.

1.3.4.2.5.1. The preferred approach is to map Contention and Contention Free map to integer values, or both could be mapped to “best effort” at a QoS capable station.

1.3.4.2.6. Service Class has to do with ordering. It is specified and should not be touched.

1.3.4.2.7. Add new status parameter for “unsupported priority” which will be properly generated by existing equipment. Return “unsupported priority” for priorities other than contention and contention free in the case the MAC is not capable of supporting QoS greater than level 0. 

1.3.4.2.8. The philosophy of always attempting delivery rather than rejecting should be communicated in the TGe presentation.

1.3.4.2.9. Note- We need to make sure the Clause 8 revision from the Security sub group matches what we put in 6.2.1.2.3. We need to insure consistency with “security policy”

1.3.4.2.10. Expanding the reason for MA-UNITDATA-STATUS.indication value “k” – the local MAC doesn’t have the required credentials or other security data to transmit the frame.

1.3.4.2.11. We need to fix value “b and i” also. We need to make a note that it will never be reported.

1.3.4.2.12. We need to clarify that there is a difference between “undeliverable because” and “not delivered at requested priority”

1.3.4.3. Does anyone object to adopting this text, with appropriate editorial updates?

1.3.4.3.1. No objections

1.3.4.4. The way 802.1 defines integrated services has an internal meaning to 802 as in 802.6, which is different than our use.

1.3.4.4.1. Suggestion to use  “Parameterized Services”. 

1.3.4.4.2. Unanimous agreement.

1.3.4.5. At level 3 QoS, we have a QoS Parameter set that applies to a context of a given address, direction, and category label.

1.3.4.6. Suggestion that “traffic specification” replace the term “QoS Parameter Set”. It is what the external entity specifies at the MLME SAP. 

1.3.4.6.1. This is good because it separates the meaning of the traffic specification, and the QoS parameter set element, which carries the “traffic specification”.

1.3.5.  PHY SAP and 802.11a issues

1.3.5.1. Is this just an 802.11a issue? No it is definitely relevant to QoS. 

1.3.5.1.1. The 802.11 PAR defines a single MAC and multiple PHYs. By definition, if there is a conflict between a PHY and the MAC, the PHY is wrong.

1.3.5.1.2. The standard says in 11.1.2 that the TSF timers are synchronized within 4uS across the BSS.

1.3.5.1.3. There is no evidence that we enforce this, the range will become +/- 8 in 802.11a BSSs. 

1.3.5.1.4. If TSF is only used for power save and frequency hopping TSF accuracy is not an issue. If we are trying to schedule TxOps, or other mechanisms, we have an implicit guardband, where the timing must be based on TSF, since that is all that is available for synchronization..

1.3.5.1.5. We may need to specify that PHYs shall conform to certain limits for timing accuracy.

1.3.5.1.6. It doesn’t effect frame exchange sequence, but does effect everything else that uses timings longer than SIFS.

1.3.5.1.7. We have to make it clear that 802.11a must meet the required timing. We cannot allow data rate dependant SIFS definitions.

1.3.5.1.8. We need to specify a set of numbers that will allow the MAC to work properly. 

1.3.5.1.9. Defer discussion of 802.11a to Tampa after Michael makes his submission on this subject.

1.3.5.2. We are not going to introduce the concept of PHY dependent TSF synchronization

1.3.5.3. We have a place holder in 00/332 for the concept of MAC layer FEC. It is an open issue whether FEC at the MAC is worth the complexity. 

1.3.5.3.1. Defer this discussion to the Frame Formats section.

1.3.5.4. Ambiguity in the current standard – the concept of PIFS has difficulties with DS PHYs. There is no guarantee that you will have any indication of CCA soon enough for PIFS. No CCA by the PIFs boundary is not a reliable indication that there is no activity, and could cause collisions.

1.3.5.4.1. We need to raise this issue when we are working on Clause 9. 

1.3.5.5. Are there any other things needed for the service field in 802.11a? Anything to piggyback? Potentially it could be used as a feedback mechanism for power control.

1.3.6. Integration – Higher Layers and Conformance

1.3.6.1. The use of PCF and DCF is at the discretion of the MAC, even in the existing standard. Even if contention free was specified, the MAC is not required to use PCF to deliver it.

1.3.6.1.1. We cannot change the existing behavior of the PCF, but we can enhance it. We can specify a overlapping BSS mitigation mechanism. There are proposals for this. This has its own agenda item.

1.3.6.1.2. We need to put this aside until we have a proposed algorithm so it doesn’t delay the baseline. Such a proposal could change the rules under certain (overlap) conditions.

1.3.6.1.3. We agree that we are continuing on the lines that we have PCF and DCF that behave no worse than the existing standard (regarding lack of channels and BSS overlap). We are not going to delay the baseline to come up with a completely new coordination mechanism.

1.3.6.2. Normative text has nothing to say about higher layers except at the SAPs. However we need to explain how this MAC works with 802.1d/q, intserve, diffserve, RSVP, etc. We need descriptive text in an informative annex to prevent confusion and comments at ballot time.

1.3.6.2.1. 802.1d annex H describes mapping 8 levels into less than 8 queues. We will refer to this as an example. Queues must be FIFO due to ordering requirements. 

1.3.6.2.2. In level 3 you could have an arbitrary number of queues. It is an implementation issue. You don’t need to quantify what a given priority level actually means. 

1.3.6.3. Given our level 1, 2, and 3 QoS, what structure can we give to the document?

1.3.6.3.1. In levels 1 and 2 there are 8 or fewer queues.

1.3.6.3.2. in Level 3, there are 8 or fewer queues per endpoint.

1.3.6.3.3. Between level 1 and 2 the only difference is the channel access function is the only difference, the scheduler is the same.

1.3.6.3.4. The standard does not require but does not preclude the scheduler from using information from the channel access function.

1.3.6.3.5. The scheduler should not be standardized. It does need to be addressed because we need to determine whether an AP that claimed to implement QoS actually did so, from a conformance testing viewpoint.

1.3.6.3.6. For D-Qos the backoff behaviors may be split between the channel access and the scheduler.

1.3.6.3.7. What is our definition of fairness? Includes the concept of packet length (air time). 

1.3.6.3.8. Is there an intent to have a normative definition of fairness? Between stations is the only place fairness should matter.

1.3.6.3.9. Ultimately, the MAC is to provide fair sharing of time on the medium.

1.3.6.3.10. There is a need for a variant of SBM in the clients to help manage the allocation of time. <<<<<

1.3.6.3.11. If the rate changes, the allocations have to be re-negotiated.

1.3.6.3.12. It is possible to define behaviors that exist at the air interface that can be verified for PICs. There could be a measurable fairness test based on this, although it is not necessary.

1.3.6.4. Can we put in new mechanisms that all stations from this point going forward will have to comply with? Indirectly we can do that, as far as it is a part of 802.11E. We do not have a PAR to withdraw anything in the 802.11-1999 MAC. 802.11E does not supercede 802.11-1999.

1.3.6.5. How does a retried low priority packet get handled with respect to a high priority packet in the queue? The scheduler selects a packet for a TxOp. If it fails, it will be retried when the scheduler submits it to the channel access mechanism.

1.3.6.6. We need to set some bounds on the behavior of the scheduler, but not fully specify it. 

1.3.6.7. For the D-QoS proposal it is essential that the scheduler behave the same at each station. The channel access mechanism must behave in a manner that appears the same on the air interface. The objective is to achieve equivalent handling of a given priority between stations.

1.3.6.8. We have concluded that it would be difficult to specify in the PICs anything that would distinguish between an empty scheduler and an non-empty scheduler.

1.3.6.9. One remaining issue (not to spend too much time on) – the four conformance levels. Do we want to open that again? 

1.3.6.9.1. Straw Poll – 6 want to discuss.

1.3.6.9.2. Clarification of what needs to be discussed.

1.3.6.9.3. Request to concisely state the policy and philosophy of what was agreed to.

1.3.6.10. Misconception 1 – the purpose and intent of this standard. We need to insure that any 802.11E device can talk to any other conformant 802.11E device.

Level 3

EPCF + CP

Level 2



Level 1
1A – EDCF
1B – EDCF

Level 0 (802.11-1999)
DCF
DCF+PCF

1.3.6.11. TGe Objective Review – Duncan Kitchin

1.3.6.11.1. HiperLAN 2 has an advantage in QoS

1.3.6.11.2. We did consider adopting the channel access mechanisms of HiperLAN2 into 802.11a, but it was not practical from a compatibility 

1.3.6.11.3. Each QoS level is a strict superset of those before it.

1.3.6.11.4. HiperLAN has disjoint, non-interoperable network “styles”. (because of the convergence layers)

1.3.6.11.5. We decided that anything that is 802.11 compliant with QoS (802.11E), can talk to anything else that is 802.11E, with better performance than legacy 802.11.

1.3.6.11.6. Can a level 3 device talk to a level 1 device? It either would go through the AP, or it could be peer-to-peer using level 1 QoS.

1.3.6.11.7. It would be possible for an application to refuse to work if the required level is not available on the network.

1.3.6.11.8. Why the levels must be nested – imagine a level 1 AP, with a level 2 station. If the level 2 station can’t support level 1 Qos, it will have no QoS ability at all.

1.3.6.11.9. The premise was that level 1 provides 8 queues, with the implementation of enhanced DCF TBD. A radically new redesigned channel access function is not in the spirit of the enhanced DCF charter.

1.3.6.11.10. Is it worth implementing multiple queues without changing the channel access? Maybe

1.3.6.11.11. How does an application sense what kind of QoS level is present? It indicates in the BSS descriptor for the Scan Request. How the application gets to the MLME SAP is outside our scope. Some may be in the MIB also.

1.3.6.11.12. There has been an assumption that the enhanced DCF should be able to work in an ad hoc network. 

1.3.6.12. Clarification of the “QoS levels” decision on October 4. 

1.3.6.12.1. Level 0 – non QoS 802.11-1999

1.3.6.12.2. Level 1 – enhanced DCF, 8 priorities (existing DCF or simple enhancement)

1.3.6.12.3. Level 2 – Adds a PCF with 8 priorities, a proper superset of level 1

1.3.6.12.4. Level 3 – adds Traffic Categories, with 8 per endpoint address.

1.3.6.13. Concern over complexity of DCF QoS enhancements. It was deferred until we have a proposal for the EDCF mechanism.

1.3.6.14. The only open issue is what does a level 2 or 3 AP do in its contention period? Does this justify spending any more time? Nobody has to implement more than level 1 to be 802.11E conformant.


Channel Access
Scheduling Policy

Level 3
EPCF w/ DCF
Parameters

Level 2
EPCF w/ DCF
Priorities

Level 1
(E*)DCF
Priorities

Level 0 (802.11-1999)
DCF legacy
Priorities

* DCF enhancements TBD – could be none at all.

1.3.6.15. There will be a bigger difference between level 1 and level 2 than there will be between level 2 and level 3. The EPCF lets you control latencies and jitter. 

1.3.6.16. An additional difference between L1 and L2 is more efficient use of the medium, more time to send useful payload. The gain at L3 with parameterization is not yet known. In L3 you can differentiate 8 categories per destination, which enables additional improvements in efficiency.

1.3.6.17. 802.11 could address a seminal market with end-to-end QoS in the home network / service providers. This could be an alternative to 3G in campuses and buildings. The number of PCMCIA slots will be limited in comparison. Users will oscillate between home and office applications, and would like to use the same equipment in both.

1.3.7. Straw Poll

1.3.7.1. To determine if we need more time for discussion.

1.3.7.2. Did we adequately clarify the points?

1.3.7.2.1. Everyone except 2 people are clear.

1.3.7.3. Do we agree that this  “nested level approach”, as clarified above, is the way to proceed.

1.3.7.3.1.  The concept of DCF enhancement is not central to the nesting. If we adopt this, it is appropriate to say a DCF enhancement is not good.

1.3.7.3.2. Straw Poll – 13 people in favor of the nested level approach, 9 are abstaining or waiting until after the DCF discussions.

1.3.8. DCF Extensions

1.3.8.1. There has been a great deal of work, which could be seen as not converged enough. We should decide the approach – a more general approach to DCF enhancement for presentation at Tampa, or a snapshot of what we have now?

1.3.8.2. We can’t write baseline text around something that isn’t decided yet.

1.3.8.3. We have two or three E-DCF proposals. They differ in the internal scheduling and are similar in channel access.

1.3.8.4. In this time, can we converge enough to start writing text? No, but a small group could. 

1.3.8.5. If this area is contentious it could derail us in Tampa.

1.3.8.6. Could we do something else in parallel to allow the DCF proposals to be converged? Proposal to discuss Power Management in parallel with the DCF discussion (Menzo, Duncan, Wim, Harold, and Greg to work on DCF) 

1.3.8.7. DCF discussions to be re-opened with the whole group tomorrow morning at 08:30.

1.3.9. Power Management / Multi-rate

1.3.9.1. Is there anything left on multi-rate that was not discussed earlier in the 802.11a PHY discussion? No

1.3.9.2. Key point – there are three dimension in this space. 

1.3.9.2.1. Objective – the radios of this type consume as much power in RX as in TX. You need to turn RX off without looking like you’re disconnected from the network. How much do we do to incorporate power save in a QoS BSS? QoS applications are often not candidates for Power Save. 

1.3.9.2.2. The cordless telephone model – aggressively saves power in standby, but not while operating.

1.3.9.2.3. Direct Station to Station communication – Today this isn’t a problem since all traffic goes via the AP. This eats up bandwidth when going station to station. There is benefit, and it is easy to add (doc 00/254). If Sta-Sta is allowed, there is a new condition – it is only allowed between active stations. The revised joint proposal has a “listen epoch” but it does not generalize to the layer 1 and layer 2 QoS scenarios. We don’t have a proposal for STA-STA power management that work in all level scenarios..

1.3.9.3. How do power save stations hurt QoS? In a PCF, all buffered Power Save traffic must be sent after the DTIM. The Point Coordinator is required to send PS traffic immediately after the beacon. This increases jitter.

1.3.9.4. We could decide to change the normative behavior of an EAP and an EPC to improve QoS at the expense of Power Savings. (most power save implementations are using DCF with PS-Polls).

1.3.9.5. Discussion on Power Save and direct STA-STA. 

1.3.9.5.1. The original power save came from warehousing transaction oriented applications.

1.3.9.5.2. There was no concern for QoS. 

1.3.9.5.3. We don’t have to worry about breaking the existing mechanism when QoS is not in use.

1.3.9.6. The problem is we don’t have an advocacy for power save. If we propose a baseline PS mechanism that simply says if you use QoS categories you can’t go into power save mode. 

1.3.9.7. Another approach would be to allow a station doing a QoS association to inform the AP at association time that it wanted to use power save. Entering PS would only be allowed after the STA explicitly informs the AP. 

1.3.9.8. The listen epoch was an attempt to define a specific time for a station to be listening with respect to the beacon. It was handled as part of the scheduling of streams. The problem is that at any level except 3, you don’t have the concept of bilaterally identifiable categories. They are global to the BSS. So Listen Epoch doesn’t work because even if you know when the other STA is awake, and a category is reserved for PS, to have any idea who might be the recipient.

1.3.9.9.  At level 1, there is no concept of a TXop. If you follow the DQoS model, the scheduler will take the top of the queue, regardless of PS state.

1.3.9.10. Video has clear advantages in direct STA-STA, but it is not a clear candidate for power save. Perhaps we could prohibit direct STA-STA with QoS to use power save modes.

1.3.9.11. There is a strong interest in not giving up Power Save to have QoS. The aggressive Power Save applications are not using QoS. But, portable devices running on battery want QoS also. 

1.3.9.12. It is ambiguous in today’s standard whether STA-STA is allowed in a PCF. It should be allowed in an editorial update to clarify the issue.

1.3.9.13. The Listen Epoch method was proposed to deal with STA-STA with power save. Continuum from most to least complex:

1.3.9.13.1. Enhanced PCF Power Save w/ Listen Epoch plus Direct STA-STA (level 3 only)

1.3.9.13.2. Listen Epoch only via AP

1.3.9.13.3. Active Mode with > best effort

1.3.9.13.4. No QoS during Power Save

1.3.9.14. DCF power save continuum:

1.3.9.14.1. Power save, non-polling

1.3.9.14.2. DCF Power Save as it is today (no QoS during Power Save)

1.3.9.15. Straw Poll – who would endorse “Listen Epoch Only via AP” for PCF and Legacy only for DCF? 4 for, 3 against, 5 abstain.

1.3.9.15.1. For the no voters, they would prefer to have something to address power save with direct STA-STA.

1.3.9.16. Straw Poll – Is adding the PS direct STA-STA support intended for high offered load, or for high QoS sensitivity clients? It is really both. The question is – is there any savings compared to going from standby to active mode for video streams. Is the complexity of developing this PS option worth the benefit?

1.3.9.17. Bridge Portals (repeaters) are not assumed to ever need to power down (assume they use line power).

1.3.9.18. Listen Epoch as defined in Joint Proposal 00/120. A predefined interval where the station is known to be awake. (avoiding having to announce in the DTIM)

1.3.9.19. Capture progress:

1.3.9.19.1. Nobody is asking for an improvement to the DCF power save mode. We leave DCF power save alone. No Objection

1.3.9.19.2. For Level 2 it is seen as acceptable to use the “Listen Epoch only via AP” power save in PCF. 

1.3.9.20. Differences from Level 3 in Joint Proposal – you have to use directed probe. Without VSIDs as an index there is a large amount of state space with 50 bit identifiers. Perhaps the Listen Epoch is not static, but a new element in the probe response. 

1.3.9.21. Potentially, a PS station could be sensed with directed probes. First a direct STA to STA probe would say if the other station is awake. Sending the probe via the AP would buffer it and send it when the STA is awake, thus indicating that the STA is indeed in range and just sleeping.

1.3.9.22. Most of the complexity of level 3 is at the AP. The differences at the station will matter only in a narrow range of QoS environments.

1.3.9.23. Consider this to be adopted provisional on Michael to address this before tomorrow morning.

1.3.9.24. Who gets to choose the listen epoch? The AP or the PS STA? (the station might know how much bandwidth is needed).

1.3.9.25. The epoch is set up with a directed management frame exchange. 

1.3.9.26. The proposal has a 32 bit bitmap to indicate the awake interval times in the beacon interval. 

1.3.9.27. There is an assumption – if there are multiple streams of significantly varying data rate, this proposal won’t really help, because of the overlapping intervals. This should be a minor concern. 

1.3.9.28. Adjourn for evening

1.4. Opening Wednesday

1.4.1. Agenda Update for morning

1.4.1.1. DCF Extensions – 1 hr

1.4.1.2. Bridge Portals – 1/3 hr

1.4.1.3. PCF Extensions – 1/3 hr

1.4.1.4. BSS Overlap – 1/3 hr

1.4.1.5. Frame Formats – 1 hr

1.4.1.6. Other / Misc – ½ hr

1.5. Technical Discussion

1.5.1. Distributed DCF resolution – Wim

1.5.1.1. Agreement and resolution was achieved

1.5.1.2. Virtual DCF was the basic mechanism, as in the Oct 18th proposal.

1.5.1.3. vDCF would be used as the scheduler in level 1 and level 2 stations. 

1.5.1.3.1. From the point of view of the station, all the mechanisms here would be in the station, and would also support level 1. 

1.5.1.3.2. The TXop is treated the same whether it comes from a Poll or a DCF channel access

1.5.1.4. Fairness definition – statistically equal tx-op probability ; any pair of packets in the same queue from different stations will have the same probability of obtaining the medium.

1.5.1.5. In a  level 2 station in a PCF, the AP generates the TxOps as Polls. In level 1, the station determines TXOps with the parallel backoff mechanism.

1.5.1.6. Multiple DCFs running in parallel, with individual counters for backoff and post-backoff.

1.5.1.7. Issue with Station Retry counter with multiple vDCFs. 

1.5.1.7.1. We need to make sure that the text is clear that the Station DCF counters are one per station, but the virtual counters are per queue.

1.5.1.8. Functionally there are multiple counters, but they could be implemented with a single counter and offsets.

1.5.1.9. Discussion on question: How do you prevent starving the low priority? 

1.5.1.9.1. This is taken care of by the probabilistic access mechanism. A low priority queue will get access, but at some fraction of the higher priority, due to the (intentional) differences in their base contention windows.

1.5.1.10. How is the post-backoff dealt with? There may be an issue.

1.5.1.10.1. The backoff procedure is executed after every transmission which is stated to provide a minimum of one backoff between successive transmissions by the station

1.5.1.10.2. After a collision, the post backoff increases the window and selects a backoff.

1.5.1.10.3. The post backoff should be a part of the PHY, not each vDCF, or the separation of transmission from a station by a backoff would not apply.

1.5.1.11. the AP should be allowed to concatenate multiple frames in one TX-op (similar to fragmentation)

1.5.1.12. Stations can also be allowed to send a burst, limited to a MaxMPDU size. (2304 bytes)

1.5.2. Discussion on DCF

1.5.2.1. Some implementations may not want to pass DCF control parameters, in the case of PCF oriented BSS. We may need a corresponding element set for the PCF cases.

1.5.2.2. If you are using the load monitor function, but don’t put the values in the beacon, QoS stations wouldn’t have benefit of that information. 

1.5.2.2.1. Matt Sherman to coordinate with Michael to insure the proper elements are added to the draft.

1.5.2.3. Proposal that the AP could use the PIFS to access the medium to more highly prioritize the AP, given that the AP has an internal scheduler. 

1.5.2.3.1. Comment – PIFS is ambiguous, this is not a good idea. The backoff is after the DIFS, so this only makes a difference if the backoff count is 1.

1.5.2.4. Is CWmax different for each queue? Probably – it is a multiplier factor for queue separation.

1.5.2.5. Will there be retry limits on a per queue basis? Yes.

1.5.2.6. Is this vDCF seen as an implementation burden? 

1.5.2.6.1. Need to see it all in writing first – but comfortable so far.

1.5.2.6.2. The scheme looks fairly simple, but we need pseudo code and simulation results.

1.5.2.6.3. The concern is creeping elegance.

1.5.2.6.4. Is the load monitor required in the AP in level 1 and level 2? Yes, but all the work will be needed for a PCF anyway.

1.5.2.6.5. Will the format of the TIM change? No – backwards compatibility prevents it.

1.5.2.7. Action item – the PCF group needs to work on any additional elements that they need beyond the DCF elements for level 2.

1.5.2.8. Action item – DCF group to provide pseudo code for  the access mechanism. The PCF group will add it to their simulations.

1.5.2.9. Greg C - We need a complete specification  of the protocol to insure all the implementers questions of interpretation are answered. 

1.5.2.9.1. The scope of 802 limits us in what can be in normative text. In the DCF the channel access mechanism needs to be tightly specified. For example, 802.3 has Pascal Pseudo code for access. 

1.5.2.9.2. How do we compare relative complexity? 

1.5.2.9.3. What are we doing the pseudo-code in? Something like C. The purpose is to expose the algorithm.

1.5.3. Straw Poll recap

1.5.3.1. How many think that the “level approach” is reasonable?

1.5.3.1.1. How many support? 13

1.5.3.1.2. How many don’t support? none

1.5.3.1.3. How many abstain (undecided)? 6

1.5.3.2. Discussion

1.5.3.2.1. This is the first time we have no objection, so we are moving in the right direction

1.5.3.2.2. There is one dangling piece to clarify while we are here – when we discussed the 4 level scheme, and how 2 capability bits are assigned. It is not possible to represent the case of a level 2 station and level 1 AP unless we add more capability bits.

1.5.3.2.2.1. Are we already to the point of saving one bit? We have had debate over keeping capabilities only in this field. 

1.5.3.2.2.2. Straw Poll – unanimous approval of adding an escape mechanism to the capability field.

1.5.3.2.2.3. We need to decide if we require the capability bit escape mechanism, or just keep it for future use. We could leave one bit.

1.5.3.2.2.4. Do we need to allow a legacy Point Coordinator in a BSS? We are not preventing compatibility with the existing standard. 

1.5.3.2.2.5. The question is whether a level 1 BSS can support a legacy AP.

1.5.4. PCF Extensions

1.5.4.1. In Scottsdale, we had an ad hoc session where we looked at the EPC, based on the joint proposal. We discussed mechanisms for BSS overlap mitigation (a separate subject)

1.5.4.1.1. There are a set of mechanisms defining the TxOps and encoding the duration ID field which seemed to have no objections

1.5.4.1.2. We need to translate VSIDs to traffic categories as presently defined

1.5.4.2. Remaining categories to work on:

1.5.4.2.1. Opportunistic continuation with non-final bit.

1.5.4.2.1.1. There is a way to deal with this (re document 286)

1.5.4.2.2. There is a remaining area in the interaction of PCF and Power Save. We have a mechanism we worked out last night.

1.5.4.2.3. Since the flaws were found in the Joint Proposal power save, there has been no clear basis for why a schedule frame is useful. There is no understanding of what it is there for anymore. It has never been discussed. Where does this stand?

1.5.4.2.3.1. Take this off line – the editor has not received any reason why it is needed, despite asking the proposer several times.

1.5.4.3. Clause 9.3 is a description of something that exists once per BSS. Other than cleaning up the ambiguities, the editor proposes the EPCF is in a new sub-clause, since it is one or the other in a given BSS.

1.5.4.3.1. Unanimous agreement on this approach.

1.5.4.4. Comment - To make the PCF work, we need to be able to run at a high CFP rep rate. CFPmaxduration is based on MAXmpdu time. There is a definition problem on how it is represented. 

1.5.4.4.1. There are two separate issues:

1.5.4.4.2. The question of what needs to be done with 9.3 regarding ambiguity

1.5.4.4.3. The question of the CFPduration for the EPCF? What is needed? CFPmaxduration is there to allow time for stations to associate. 

1.5.4.4.4. Can we delete the minimum value for CFPmaxduration?

1.5.4.4.5. Take off line to email

1.5.4.5. Following a DTIM, broadcast and multicast traffic will be transmitted in a legacy system. This could consume the CFP. 

1.5.4.5.1. We can’t change legacy PCF. We already decided to relax this timing in the EPCF.

1.5.4.5.2. A PC could decide to delay some BC and MC traffic and not be non-conformant. 

1.5.4.5.3. We don’t want to preserve absolute priority of PS traffic over QoS traffic. We have a mechanism to deal with this.

1.5.4.6. There is a chance of beacon delay from contention period traffic. After beacon transmission, after a SIFS, the PC can transmit. 

1.5.4.6.1. Proposal to delay the start of the CFP until the channel becomes idle. 

1.5.4.6.2. This means the PC waits a PIFS after the beacon and sensing the channel before the PC transmits again.  

1.5.4.6.3. This helps in the case where another transmission collides with the beacon transmission due to TSF timing uncertainty. It is possible, but not probable. 

1.5.4.6.4. Perhaps a better way is to delay the beacon from TBTT to compensate for the NAV uncertainty. Adding one slot. 

1.5.4.6.5. Question  – is this perceived as a generally important enough case to have a special mechanism to protect against it?

1.5.4.6.5.1. If this happens, it is really bad. 

1.5.4.6.5.2. If it happens, when does the PC find out? When it expects an ACK.

1.5.4.6.5.3. If the PC doesn’t get an ack after a poll, it may resume transmitting after a PIFS. You are allowed to wait longer and sense the channel.

1.5.4.6.5.4. Is there any objection to having a normative fix for this case? No Objection.

1.5.4.6.5.5. The details will be taken off line between Sunghyun and Michael.

1.5.4.7. Can Table 22 be cleaned up? 

1.5.4.7.1. This is not germane to the EPCF. But submit any proposal to Michael. It can’t be removed or changed, because it is for the legacy PCF. 

1.5.5. Bridge Portal

1.5.5.1. Is there a section for this in the standard?

1.5.5.1.1. Yes, it is not in the existing standard. 

1.5.5.1.2. In the current standard in clause 5 has a concept that the integration service exists at one and only one place.

1.5.5.1.3. There was never a usage scenario to need a point of infrastructure attach different than the AP location.

1.5.5.1.4. We now have such a scenario in a home network with cable boxes, and APs at a different location for coverage reasons.

1.5.5.2. The WDS concept allows this, but an MLME function is needed to start this.

1.5.5.3. Do we know how to do this for November? 

1.5.5.3.1. Yes, we have enough to write the baseline. The Editor will proceed.

1.5.5.4. No objections.

1.5.6. BSS Overlap

1.5.6.1. Proposed terminology – 

1.5.6.1.1. visible BSS overlap (VBO) – APs can hear each other.

1.5.6.1.2. hidden BSS overlap (HBO) – the overlap is invisible to the APs but coverage areas overlap

1.5.6.1.3. indirect BSS overlap (IBO) – no overlap, but there are stations in the interference range, but not the communication range.

1.5.6.2. What is different between the indirect and the hidden? 

1.5.6.2.1. With hidden, stations can act as relays.

1.5.6.3. These cases will be given names in the baseline.

1.5.6.4. What do we want to include in the baseline?

1.5.6.5. What are the open issues?

1.5.6.5.1. Primarily differing opinions on the degree to which this is a problem.

1.5.6.5.2. In 1993, this was concluded as being unsolvable. It would be easier to solve if PCF was the only mechanism.

1.5.6.5.3. How much complexity is it worth putting in to mitigate this problem?

1.5.6.6. The relay function helps the APs avoid each other in both PCF and DCF.

1.5.6.7. Are we better off having an interim solution in Tampa, or just referring back to the former presentations? There is a lot of text to write in 1½ weeks. 

1.5.6.8. Proposals with solutions:

1.5.6.8.1. Joint Proposal - Wim

1.5.6.8.2. Philips - Sunghyun

1.5.6.8.3. Sharp - John

1.5.6.9. Do we need a mini-editing team to work on this?

1.5.6.9.1. A good idea, but still has to be coordinated closely with the editor for frame formats.

1.5.6.9.2. Wim, John, Sunghyun to work on this.

1.5.6.9.3. Harry also offers a contributor from AT&T to help.

1.5.6.9.4. They will work on text for clause 9.

1.5.6.10. The team will provide output to Michael by next week.

1.5.7. Logistics – Next weeks teleconference

1.5.7.1. Next weeks teleconference will be a good time to review the draft text. 

1.5.7.2. The draft should only be distributed to those that are here at this meeting.

1.5.7.3. If we distribute the draft to the whole reflector, it will be better to wait till Tampa.

1.5.7.4. This group here today will review the draft, review at next weeks teleconference. Then we will distribute to the whole reflector.

1.5.7.5. We will not adjourn this meeting, but recess until next week’s teleconference.

1.5.7.6. Motion to extend the time to adjourn this ad-hoc meeting until next Wednesday, November 1, after the teleconference. 

1.5.7.6.1. Accepted with No Objections

1.5.8. Action Items

1.5.8.1. Wim and the BSS Overlap Editing Group will provide text for section 9 to Michael by Monday.

1.5.8.2. This will definitely not include any IAPP mechanisms.

1.5.9. Open issues - Editor

1.5.9.1. MLME_WMstatus request/confirm. What are the useful parameters? This is used by an external entity to make decision on available bandwidth. We can’t leave this blank.

1.5.9.2. We need a plausible list of what they are.

1.5.9.2.1. Vector of CW’s for the DCF

1.5.9.2.2. Measured load per category (in what interval)

1.5.9.2.3. PHY type

1.5.9.3. Between now and Friday, we need to take input on this.

1.5.9.4. We need assistance to inspect the IETF documents to insure we can accommodate SBM with a simple but sufficient set of parameters.

1.5.9.5. Menzo and Keith will work on this.

1.6. Conclusion

1.6.1. Actions

1.6.1.1. Teleconference next Wednesday. Harry to distribute to the list of attendees at this meeting.

1.6.1.2. Michael to distribute draft baseline on Monday 

1.6.2. Recess until teleconference
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