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Abstract

The IEEE 802.11E QoS working group has adopted a baseline proposal for channel access methods that provide QoS on 802.11 wireless LANs.  The baseline proposal defines three QoS levels - a “prioritised” DCF-based solution and “prioritised” and “parameterised” PCF-based solutions.  It is generally agreed that a single unified approach is better from a user perspective; however, no single approach, as it is currently defined, is applicable to all environments.  A PCF approach is more deterministic and efficient in single-BSS environments; however, it is difficult to implement a CFP scheduling algorithm in environments with BSS overlap. This paper presents an integrated DCF/PCF channel access model that uses V-DCF for lightly and moderately loaded channels, and dynamically uses unscheduled “Point-controlled Contention-free Bursts”, to arbitrate channel contention, as the network load increases.

The baseline “prioritised” solutions are intended for stations that simply send and receive prioritised frames.  The baseline “parameterised” solution is intended for WSTAs that use a signalling protocol to establish bandwidth requirements and delay constraints.  The Point-controlled Contention Arbitration model, or PCCA model, presented in this paper, requires all WSTAs to implement sufficient channel access and interface functions to support optional parameterised services.  QoS features can be added to an AP implementation on an incremental basis.

The PCCA model requires minimal changes to the 802.11E baseline proposal for QoS.  This paper attempts to describe how PCCA can be combined with the mechanisms and concepts, proposed by the 802.11E QoS working group, into a unified implementation framework that is consistent with the baseline proposal.  The significant protocol changes are:

· A tiered channel access mechanism provides deterministic channel access for EAPs in the contention period.

· EAPs can use PCF-like polling to arbitrate contention during the contention period.

· An inter-BSS overlap contention mitigation protocol is proposed.

The PCCA model is intended for both single-BSS environments and environments with BSS overlap.

Contributions and background information.

Doug Smith, Victor Griswald, Stuart Norman, Michael Dollard, Rick Rebo, and Liwen Wu of Cisco Systems and Keith Aman of Spectralink contributed to the document.

The following documents provide background information.

The IEEE 802.11 standard defines many of the acronyms used in this paper.

The “802.11E baseline QoS proposal” includes facilities for unidirectional “contention-free bursts” and requires QoS WSTAs to respond to +CF-Polls.

A paper entitled “Suggested 802.11 PCF Enhancements and Contention Free Bursts” (IEEE 802.11-00/113), written by Maarten Hoeben and Menzo Wentink, describes bi-directional contention-free bursts that include point controller polling.  The paper also discusses the tradeoffs and advantages of a DCF-based approach versus a PCF-based approach and it discusses some desirable characteristics of a channel access method.

A paper entitled “Tiered Contention, a QoS-Based Distributed Medium Access Control Protocol” (802.11-00/375), written by Mathilde Benveniste, proposes a tiered channel access mechanism.

A paper entitled “p-DCF for Prioritised MAC Service” (802.11-00/367), written by Jin-Meng Ho, Sid Schrum, and Khaled Turki, proposes that an AP should be allowed to access control of the channel after a SIFS or PIFS time during the contention period.  

In this paper an “outbound” transmission is a transmission from an AP and an “inbound” tansmission is directed to an AP.

The PCCA model is intended to promote the following concepts and properties.

· Complexity for WSTAs is minimized.  AP complexity can be scaled, as required, per implementation.

· Point-controlled contention arbitration (PCCA) provides stability under heavy loads, without scheduled contention-free periods.

· Channel efficiency approaches PCF channel efficiency, in single-BSS networks, and exceeds PCF channel efficiency (i.e. due to better spatial reuse) in networks with BSS overlap.  

· The CFP scheduling problem is avoided.  (See the discussion below.)

· The PCCA model generally reduces polling latency and complexity by divorcing the service rate from the DTIM beacon rate.  (See the discussion below.)

· Fair V-DCF/PCCA co-existence.  (PCF-based CFPs can starve DCF-based stations.)

· “Service rate” and “delay” guarantees are consistent with Subnet Bandwidth Management (as defined in RFC 2814) and the Integrated Services Model.  Lower-priority traffic is prevented from degrading higher-priority “flows”.

This paper is structured as follows:

· It is assumed that the reader is generally familiar with the relevant problems and issues. 

· Section 1 gives an overview of an integrated channel access model that uses PCCA.

· Section 2 discusses the baseline QoS proposal.

· Section 3 outlines an inter-BSS overlap mitigation protocol.

Section 1 – The PCCA channel access model.

Concepts and definitions. 

The PCCA model includes the following components:

· The V-DCF channel access method, as defined in the baseline proposal, provides prioritised channel access for WSTAs.

· A tiered channel access method effectively divides APs and WSTAs into two independent populations for channel access purposes.  The tiered mechanism highly prioritises AP channel access so that a point controller can quickly access the channel to initiate an outbound transmission or a point-controlled contention-free burst.  Note that the tiered channel access method also prevents beacons, and associated CFPs, from being delayed due to channel contention.

·  “Parameterised stations” are QoS stations with flows that require guaranteed bandwidth and bounded delays.  It is assumed that such stations will use a signalling protocol (i.e. RSVP with SBM) to request a “constant service rate”.

· “Prioritised stations” are QoS stations that transmit frames with a priority higher than “best effort”, without using a signalling protocol to set delay and bandwidth parameters.

· Unscheduled “Point-controlled Contention-free Bursts”, or P-CFBs, are used to increase channel efficiency and alleviate channel contention during the contention period.  A P-CFB is, essentially, a point-controlled contention-free burst, as defined in the baseline proposal, which is extended to include PCF-like polling facilities.  A P-CFB can support most of the enhanced PCF polling mechanisms defined in the baseline proposal, with the exception of “scheduled TXOPs”.  A P-CFB can consist of one or more outbound transmissions, one or more polled inbound transmission, or any combination of inbound and outbound transmissions, separated by a SIFS time.  A P-CFB is not associated with a DTIM beacon transmission and stations do not preset their NAV for the maximum duration of a P-CFB.

· Scheduled “Contention-free Periods”, as currently defined in the 802.11 standard and the baseline proposal, can be used to support the PCF-based access methods defined in the baseline proposal.  However, PCCA reduces the necessity for scheduled CFPs and it is expected that they will primarily be used to protect outbound multicast transmissions. 

· An overlapping BSS mitigation protocol is used to mitigate contention for outbound DCF or PCF transmissions that are crowded around DTIM beacons.  The mitigation protocol is described in a separate section.

· An AP channel access arbitrator monitors the service rate for “parameterised QoS stations” and initiates P-CFB polling, as required, to sustain a “constant service rate” for such stations.  WSTAs optionally use a (i.e. unspecified) signalling protocol to establish service rate parameters.  The access arbitrator uses a “channel load feedback function” to estimate channel load and contention.  (Note that the baseline proposal requires an equivalent function in the AP to set CWmin values per priority.)

Implementation recommendations.

In the PCCA model, WSTAs must support P-CFB polling and a functional interface that enables a signalling protocol to communicate service rate requirements to a bandwidth manager in the AP.  It is intended that parameterised services can be implemented by transparently layering a signalling protocol on top of the 802.11E protocol stack in a WSTA.  The use of a signalling protocol is optional.  Such a requirement is consistent with the baseline proposal, which requires all WSTAs to support CF polling.  It is necessary because PCCA polling must be driven by the WSTA application transmission (i.e. sampling) rate to avoid arbitrarily polling WSTAs.  [The PCF polling rate is driven by the DTIM beacon rate.  See the section entitled “Scheduling problems associated with CF polling”.]  Note that it is relatively simple to support polling in WSTAs.

Minimum AP requirements are as defined in the baseline proposal.  An EAP need only support the level 1 V-DCF QoS protocol.  An AP can optionally implement P-CFBs, CFPs, an overlap mitigation protocol, support for a QoS signalling protocol, and level 3 polling and TXOP enhancements.  An AP must implement a signalling protocol and P-CFB polling to support a constant service rate for each parameterised station.  [It may be useful to consider an 802.11 signalling protocol that does not require end-to-end RSVP signalling.]

Channel access.

CSMA channel efficiency can be very high, ever under heavy load, if the contention population is very small.  The PCCA model attempts to divide the entire station population into a small EAP population and a non-EAP station population, for channel access purposes, so that an EAP can deterministically gain access to the channel, in the contention period, to transmit outbound frames or initiate a P-CFB.  The EAP maintains control of the channel during a P-CFB with the DCF CCA and DCF channel reservation mechanisms.  

In a simple implementation, the tiered channel access method, combined with some form of priority queuing, is all that is necessary to assure timely delivery of outbound high-priority unicast or multicast frames.  CFPs can optionally be used to reduce contention, from hidden nodes, for outbound multicast transmissions associated with DTIM beacons.

For inbound unicast transmissions, a channel access arbitrator in the EAP monitors the service rate for stations and initiates polling, as required, to maintain a constant service rate for parameterised stations.  (Note that all inbound transmissions, in a BSS, are unicast.)  In a simple implementation, the access arbitrator can maintain a “poll timer” for each parameterised station.  A station is polled if the poll timer expires and the poll timer is reset each time the EAP receives an inbound frame from the station.  The duration of the poll timer is set long enough so that polling is never used on lightly, or moderately loaded channels and short enough so that the minimum delay for the respective flow is not exceeded.  Note that a station can be polled in either the optional contention-free period or the contention period.

An interactive voice session typically consists of 2 fixed-rate intermittent flows.  A flow periodically goes idle due to “silence suppression”.  For such applications, the channel access arbitrator can use a channel load feedback function to monitor the channel load.  The arbitrator initiates P-CFB polling for such stations if 1) the poll timer has expired, and 2) the channel load is greater than the channel load threshold associated with the flow.  On moderately loaded channels, the point controller will not waste bandwidth polling for inactive flows.

Streaming video applications typically generate a constant stream of variable-sized compressed frames.  Note that a single arbitration algorithm can support both VoIP and streaming video, simply by setting the channel load threshold, for streaming video flows, to a low value (i.e. 0), to trigger P-CFB polling whenever the poll timer expires.

The use of the optional multi-poll mechanism, as defined in the baseline proposal, is not prohibited during a P-CFB.

However, simple, explicit polling works better with variable rate flows (i.e. streaming video) and explicit polling can help prevent interference from hidden nodes (see the hidden node discussion below). 

The point controller does not necessarily know the duration of an inbound transmission associated with a P-CFB poll.  Therefore, the DCF channel reservation (i.e. in the Duration/ID field) in a P-CFB poll must be for a time slightly longer than the worst-case maximum fragment transmission time.  A WSTA should adjust point controller channel reservations, as is appropriate.  For example, a WSTA should cancel a point controller reservation, if it receives a unicast frame from the point controller, where the RA address matches the WSTA address.  A WSTA should shorten its reservation if receives a frame from the point controller, where the reservation is shorter, and the RA address does not match.

Hidden nodes.

Simple P-CFB polling sequences, that consist of 1) an AP poll, 2) a W-STA data frame, and 3) and an AP ACK, work well in environments with hidden nodes.  The reservation in the initial AP poll frame reserves the channel, in the coverage area of the AP, for the duration of the, possibly hidden, data transmission from the WSTA.  The final AP ACK transmission cancels the reservation (i.e. which may exceed the duration of the, possibly null, data transmission).  

The hidden node problem is exacerbated by WSTAs that change frequencies or wake up, sense the channel idle for a DIFS time, and transmit.  Such WSTAs may miss an initial poll or CTS frame that preceded a transmission from a hidden WSTA.  The hidden node problem can be partially addressed by limiting the maximum duration of inbound transmissions so that unicast transmission sequences consist of alternating AP transmissions and bounded WSTA transmissions.  Interleaved AP polls, for example, can be used to sustain the channel reservation at the AP during P-CFB polling in the contention period.  WSTAs are initially required to sense the channel for a time slightly greater than the maximum transmission duration of an inbound fragment, where a fragment can be a partial frame or a whole frame, after first waking up or changing frequencies. [U.S. patent 5,673,031, assigned to Norand Corp., describes such a protocol.]  Note that the channel reservation at the AP cannot be sustained for unbounded back-to-back TXOPs, with either delayed ACKs or no ACKs.

WSTA queue feedback.

The Hoeben/Wentink paper introduced the concept of a WSTA queue feedback mechanism that enabled the point controller to determine the priority queue state in QoS stations, so that the point controller could use priority scheduling for inbound transmissions.  Such a feedback mechanism would be useful for ordering polls and avoiding unnecessary polls.  For example, the channel access arbitrator could reset its poll timer for a station if an ACK from the station indicated that it did not have data queued.

It might also be useful to include a “priority token” on outbound unicast data frames.  For example, a QoS station could respond to an outbound unicast transmission, where the RA address matched the station address, with an inbound transmission, with a piggybacked ACK, if it had an equal or higher priority data frame queued.  Such a mechanism would be useful for maintaining a constant service rate, without explicit polling, for applications with constant bi-directional flows (i.e. interactive voice without silence suppression).

Tiered channel access rules.

The following channel access rules are used to implement the tiered channel access method for the contention period.  An EAP can use the tiered access method to gain control of the channel for the transmission of any outbound frame (i.e. beacon, data, and management frames) or to initiate a P-CFB.  Note that a contention-free burst, as defined in the baseline proposal, can be regarded as a special case of a P-CFB.

1) An EAP can access the channel during the contention period (CP) after the channel is idle for a SIFS time following an inbound or WSTA-to-WSTA transmission sequence initiated by a WSTA within the BSS controlled by the EAP.

2) CWmin values can be set differently for EAPs and WSTAs to prioritise EAP channel access, as defined in the baseline proposal.

3) An EAP must only sense the channel idle for a PIFS time before initiating the post-backoff following a successful or unsuccessful single-frame or burst transmission.  QoS WSTAs and legacy WSTAs must sense the channel idle for a DIFS time.  

4) An EAP must only sense the channel idle for a PIFS time before restarting its backoff countdown, following a busy channel sense.

5) The configuration variable that controls the maximum duration of a P-CFB is the same as the variable that controls the maximum duration of an AP contention-free burst, as defined in the baseline proposal. 

6) The DCF access mechanisms (channel reservation and CCA) are used to control the channel during a P-CFB.  Bit 15 is set to 0 in the Duration/ID field, in a frame transmitted during a P-CFB, to indicate that the field contains a valid channel reservation value.  

Slot definition and slot alignment.

Note that, by definition, a CSMA slot time is unambiguous.  It has been noted that 802.11 “slot” times can be ambiguous.  The 802.11E standard should address any slot ambiguity problems (i.e. by increasing the slot time).

In the contention period, stations that are waiting to access a busy channel must sense the channel idle for a fixed time before restarting the backoff countdown.  In the integrated mode, the idle sense time is a PIFS time for EAPs and a DIFS time for other WSTAs.  The end of a transmission provides a “slot synchronization point” for stations waiting to access the channel.  The efficiency of a CSMA algorithm can be greatly increased if stations transmit on slot boundaries (i.e. following the end of a transmission).  The 802.11E specification should clearly specify how transmissions are aligned with slot boundaries so that access is prioritised for EAPs.  The current 802.11 standard (in sections 9.2.5.2 and 9.2.10) requires any waiting station to round any partial slot up to a whole slot before restarting its backoff countdown after a busy channel becomes idle (i.e. to align transmissions on slot boundaries).  EAP access can be prioritised by relaxing the requirement for EAPs.

Power management.

The PCCA model adheres to the channel access rules defined in the 802.11 standard and the baseline proposal.  The baseline proposal removes the restriction that buffered multicast/broadcast frames must be sent immediately following a DTIM beacon.  

The baseline proposal requires that QoS WSTAs must respond to +CF-Polls.  It is strongly recommended that QoS stations should also associate as CF-Pollable (i.e. not requesting to be polled).  If QoS power-save WSTAs do not use the PS-Poll mechanism for the delivery of outbound buffered messages, an AP can more easily schedule outbound transmissions for PS WSTAs.  [Note that CF-Pollable stations do not send PS-Poll frames to solicit outbound transmissions.  Instead, a CF-Pollable station must stay awake, after it receives a DTIM beacon with its AID bit set on, until either it receives a unicast frame with the more bit set off, or a TIM with its AID bit set off.]

It is generally assumed, but not required, that QoS WSTAs with active flows will operate in active mode (i.e. because a point controller cannot successfully poll a WSTA that is in power-save mode).  The baseline proposal defines “awake-time epochs” that can, optionally, be used to set an awake-time window for periodic polling and/or outbound data transmissions.  

Awake-time epochs introduce complexity for P-CFB polling and PCF polling.  If power management must be supported, it would be simpler to schedule P-CFB polls for power-save parameterised WSTAs, if such WSTAs used automatic power-save intervals, where power-save intervals are defined as follows:  Such a power-save WSTA can remain in power-save mode for, at most, the duration of its “automatic power-save interval”, following an inbound transmission, where the duration is selected to match the WSTAs inbound transmission rate.  The WSTA must operate in active mode, after a power-save interval expires, until the end of the next polling sequence or inbound transmission.  The point controller can simply adjust the duration of the poll timer, for a WSTA, so that it is greater than the sleep-time window duration.  The point controller can then poll a WSTA and/or deliver outbound buffered data for a WSTA when the poll timer expires.

Multicast power management.

If “strict ordering” is not enabled, then the current 802.11 standard specifies that an AP must buffer all outbound multicast frames and deliver them immediately following a DTIM beacon.  Therefore, short DTIM intervals are necessary to support multicast applications that cannot tolerate delays.

A layer 2 multicast group is typically associated with a single higher layer application (i.e. streaming video).  The 802.11 standard can be modified to support “power-save” and “active” multicast addresses, where a multicast address is classified as “power-save” if any station in the multicast group is in power-save mode.  Then outbound frames destined to an “active” multicast RA address can be delivered immediately.  Therefore, the DTIM interval can, potentially, be much longer.  Note that a multicast registration protocol (i.e. GMRP) is required to associate multicast addresses with stations.

Multicast transmissions.

Outbound multicast transmissions are more susceptible to problems associated with inter-BSS contention and hidden nodes because multicast frames are not retransmitted (i.e. after a collision with a hidden node) and the DCF channel reservation mechanisms cannot be used for multicast frames.  In the PCCA model, CFPs are primarily used to increase the reliability for multicast transmissions.  A CFP scheduling algorithm can be used to prevent CFPs in adjacent BSSes from colliding.  The CFP scheduling algorithm is discussed in more detail in a separate section.

High-priority asynchronous data.

Periodic polling is not appropriate for high-priority asynchronous inbound transmissions (i.e. network control data).  The baseline contention-control (CC) mechanism can be adapted to provide deterministic channel access for high-priority asynchronous data during the contention period.  In general, the CC mechanism can be used to limit access by priority category, in the contention period.  For example, an EAP could generate periodic CC transmissions, for a given priority category, on heavily loaded channels.

Single-BSS Environments.

In a single-BSS environment, the tiered access method enables an EAP to quickly access the channel in the contention period, with a worst-case latency equal to the maximum duration of a 2304-byte transmission sequence.  (Note that the tiered channel access method allows the EAP to use CWmin values of 0 in the absence of channel contention from other APs.)  The EAP uses the DCF CCA and DCF channel reservation mechanisms to maintain control of the channel during a P-CFB.  SIFS frame spacing is used for both P-CFBs and WSTA CFBs.  The maximum duration of a P-CFB can be increased to improve channel efficiency.  Therefore, the PCCA model is comparable to a PCF-based solution with respect to determinism and channel efficiency.  

The PCCA model does not suffer from the scheduling problems associated with CF polling (discussed above).

Section 2 – Baseline proposal limitations and Issues.

V-DCF Limitations.

By design, V-DCF, or level 1 in the baseline proposal, cannot provide integrated services such as “Controlled Load” and “Guaranteed Bandwidth”.  Two fundamental requirements are lacking for controlled load service.  1) The total traffic at a given QoS priority must be limited (i.e. by admission control), and 2) higher priority traffic cannot be affected by lower priority traffic.  The V-DCF level cannot support admission control because it lacks even a simple signaling protocol.  The V-DCF access method, with contention offset and CWmin values per category, only statistically increases the probability of channel access for higher-priority packets.  The tiered channel access method, proposed in the Benveniste paper, can be used to isolate a high-priority traffic category but only if the idle sense time, required for any lower-priority traffic category, is greater than the sum of the idle sense time plus the maximum CW value for the high-priority category.  Therefore, the tiered method doesn’t scale well for large high-priority populations.  “Guaranteed Bandwidth” service has the same requirements as controlled load and also requires a deterministic channel access method. 

Integrated Services such as guaranteed bandwidth cannot be provided absolutely.  However, the PCCA model can provide such services with a much higher probability than V-DCF, under heavy load.  A signaling protocol can be used to facilitate admission control and specify service rate requirements.  The PCCA model effectively provides policing and deterministic channel access by controlling the channel, under heavy load, and only polling QoS stations that have requested a fixed service rate.

PCF Issues.

Scheduling problems associated with CF polling.

The Hoeben/Wentink paper discussed the difficulty of correlating the CF polling rate with the application sampling rate.  A PCF-based solution must support both contention-free and contention periods.  A contention period is required for bursty traffic, adjacent BSSes, probe requests, (re)association requests, etc.  In practice, a WSTA is limited to a single polling sequence per CFP to avoid idle time in the CFP.  Therefore, the CFP rate must match the application sampling rate.   The figure below shows the sample rate for a real-time application in a WSTA and the associated polling sequences for that WSTA.
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In the figure, the DTIM beacon rate is slower than the application sampling rate.  Idle time is introduced, if the CFP is extended so that the same WSTA can be polled more than once per CFP.  Latency is introduced if the channel is overloaded in the contention period.

Delay sensitive applications, such as VoIP, require a fast CFP and DTIM beacon rate (i.e. every 30 milliseconds) to minimize CF polling latency.  A fast DTIM beacon rate wastes bandwidth because of the beaconing overhead and because contention-based transmissions cannot span the TBTT (per the baseline proposal).  A fast DTIM beacon rate also requires power-save WSTAs to wake up more often (i.e. to receive multicast frames and buffered unicast frames).

In installations with multiple QoS applications with different service rates, the DTM beacon rate cannot match the sampling rate for each application.  [Actually it is difficult to match the sampling rate for any application.]  It is not efficient to arbitrarily poll WSTAs in every CFP.  Therefore, some sort of signalling protocol is necessary to suppress unnecessary polls (in either the PCF or PCCA model).

The PCCA model does not suffer from the same problems because the service rate, for active parameterised stations, is divorced from the beacon rate.  A station can be polled at any time during either the contention-free period or the contention period.

Scheduled TXOPs.

The baseline proposal includes a “persistent poll” or “scheduled TXOP” mechanism that effectively uses time-division multiplexing as the access method for inbound transmissions from parameterised stations.  A scheduled TXOP is at a fixed time offset from the TBTT and has a fixed duration.  The mechanism is intended for fixed-rate flows.  Some issues associated with scheduled TXOPs include:

· Scheduled TXOPs do not work well for intermittent interactive voice flows and variable-rate streaming video flows.  

· Scheduled TXOPs obviously increase the complexity of channel access logic.

· Scheduled TXOPs exacerbate the hidden node problem, as compared to explicit polling, because an initial poll from the EAP does not reserve the channel at the EAP.

· It is difficult to correlate the scheduled TXOP rate with the application sampling rate for the same reason that it is difficult to schedule CF polls (see figure 1).  In practice, the DTIM rate must match the application sampling rate.

· Delayed beacons and power-save multicast traffic make it difficult to schedule TXOPs relative to the TBTT.  A TXOP cannot immediately follow the TBTT, therefore, it is likely that TXOPs will introduced dead time in the respective CFP.  

The CFP Scheduling Problem.

In environments with multiple, overlapping BSSes, the PCCA model reduces inter-BSS contention and increases spatial reuse because it relies on short randomly-spaced DCF-based P-CFBs, with short localized reservations, rather than long scheduled PCF-based CFPs.  The CFP rate can be decreased (i.e. the inter-DTIM period can be increased) because the CFP rate is independent of the application sampling rates.

In networks with overlapping BSSes in the same ESS or multiple ESSes, a CFP for a BSS is not completely contention-free unless all stations, in any neighboring BSS, that are in-range of any active stations in the BSS, set their NAV for CFPMaxDuration for the CFP.  Therefore, the total “reservation area” for a CFP can be very large compared to the coverage area of the point controller for the BSS.  In contrast, the reservation area for a P-CFB unicast transmission sequence is limited to the coverage area of the respective stations and the reservation is cancelled when the transmission sequence ends.

[In the following discussion, a “hidden CFP” is a CFP in a first BSS where the point controller is not within the range of a station in a second neighboring BSS.  Likewise, a “hidden node” is a station in a first BSS that is not within the range of the point controller for a CFP in a second neighboring BSS.]

The baseline proposal defines a “proxy beacon” mechanism where WSTAs in a BSS repeat AP beacons to extend the area for propagating beacon information to hidden nodes.  The baseline proposal does not define which WSTAs should send proxy beacons and it does not define the scheduling mechanism for proxy beacons.  Also, it is not clear whether a hidden node in a neighboring BSS, that receives proxy CFP beacons, should set its NAV for CFPMaxDuration for the TBTT of the associated hidden CFP.  If hidden nodes do not set their NAV for proxy beacons, then CFPs are not contention-free.  [Section 3 describes a BSS overlap mitigation protocol with much less overhead.]

If hidden nodes set their NAV for CFPMaxDuration for a hidden CFP (due to proxy beacons or some other mechanism) then two difficult problems must be considered: 

· As noted above, spatial reuse is severely inhibited as compared to DCF.  The baseline proposal attempts to solve the “spatial reuse” problem by classifying WSTAs as belonging to overlap and non-overlap sets per BSS.  However, that approach does not work for all applications because it assumes that a WSTA is relatively stable compared to its transmission rate and it uses the flow error rate as an overlap indicator.

· If a hidden CFP ends early, then bandwidth is wasted because hidden nodes may not be able to determine that the hidden CFP has ended.  [It has been suggested that WSTAs that transmit proxy beacons could also transmit “proxy CF-End” messages or CF-End messages could be transmitted on the distribution system.  The first solution is “chatty” and the second solution is not generally applicable because the distribution system may introduce latency (i.e. if it includes wireless links or IP tunnel links).]  In contrast, a P-CFP reservation only spans the duration of the associated transmission sequence.

The spatial reuse problem is illustrated in the figure below.  The smaller circles represent the coverage areas of 6 access points, and a WSTA, T1.  The large dashed circle represents the combined coverage area of all the stations in the BSS controlled by AP A1.  Note that the dashed circle also represents the reservation area that is required for completely contention-free channel access during a CFP for the BSS.  If the channel is reserved within that area (i.e. by the proxy beacon mechanism) for the CFP of A1, then WSTA T2 cannot communicate with AP2 until the CFP ends.




The dark circles, in the figure, represent the coverage area of AP A1 and WSTA T1.  Note that the circles also represent the DCF reservation area if A1 is polling T1 in a P-CFB.  Also note that A2 can communicate concurrently with WSTA T2 while A1 is polling T1.  A3 can poll T3 as soon the A1/T1 polling sequence ends.  (A DCF reservation and CCA prevent T3 from responding to polls from A3 during the polling sequence.)

If A1 sends a CF-End frame to end its CFP, it will not be received by A3.  Therefore, A3’s NAV will be set for CFPMaxDuration for A3’s CFP, unless some other mechanism (i.e. a proxy CF-End) is provided to notify A3 that the CFP has ended.
Note that the PCF/CFP model, where the NAV is set for long CFPs, inhibits the use of sophisticated techniques that increase spatial reuse by varying the transmit power and/or antenna direction per unicast transmission sequence. 

It should also be noted that the current standard does not require DCF-only stations to support CF-End frames.

DCF and PCF co-existence.

The PCF model only supports “polled” inbound transmissions during a CFP.  As a result, DCF-based applications do not always co-exist well with PCF-based applications in a single BSS or co-located BSSes because long PCF-based CFPs can starve DCF-based stations.  The problem is exacerbated when CFPs in overlapping BSSes must be scheduled to avoid CFP contention.  PCF polling is appropriate for isochronous applications, but DCF is more appropriate for asynchronous data.  It should not be assumed that PCF polling is used for all high-priorty inbound transmissions; however, the current baseline model inherently prioritizes PCF over DCF.  As an example, consider inbound asynchronous high-priority network control transmissions.  Such transmissions can be delayed extensively by lower priority PCF transmissions.

Section 3 – A BSS Overlap Mitigation Protocol.

This section describes a simple protocol that is designed to minimize inter-BSS contention and maximize spatial reuse in 802.11 networks with large populations of APs and roaming stations.  

Each EAP in an infrastructure network must maintain a “neighbor BSS table”, where each entry in the table contains an “overlap class”, channel (i.e. frequency and max. rate) information, a load metric, and “beacon information”.   In general, an AP selects the “best” channel and TSF timer settings to minimize inter-BSS contention for traffic associated with DTIM beacons in neighboring BSSes.  An AP advertises its neighbor BSS list, an aggregate channel load indicator, available QoS bandwidth, path cost, etc., in Beacon and Probe-response frames.  WSTAs use the advertised values to select the “best” channel and parent AP for minimizing inter-BSS contention.  WSTAs monitor beacon information on multiple frequencies and multiple ESSes and forward beacon information to APs in “proxy beacon” messages and (re)association messages.  

The mitigation protocol has three components for reducing contention: 1) It primarily enables adjacent APs to migrate to non-interfering discrete channels (i.e. by changing frequencies and adjusting the maximum rate).  2) Once AP channel selection has stabilized, it enables APs to schedule DTIM beacons to mitigate contention for DTIM traffic, where DTIM traffic is either traffic in an associated CFP or buffered contention-based traffic that immediately follows the DTIM beacon.  3) It enables an AP to optionally set its NAV for the CFP of a hidden overlapping BSS.  

In 802.11a networks, where the interference area can be much greater than the data coverage area, it is expected that contention is avoided by decreasing the maximum transmission rate to decrease the interference area and, possibly, to increase the number of discrete channels (i.e. from 4 to 8).  Then only the first protocol component is necessary to mitigate contention in 802.11a networks.  In 802.11b networks, there are only 3 discrete channels and 1 of those channels may be lost for Bluetooth co-existence.

The 802.11E baseline proposal for QoS has a “proxy beacon” mechanism where WSTAs send proxy beacon frames immediately following beacon transmissions, to extend the range of the beacon transmissions.  The protocol described in this section also uses proxy beacon messages to propagate neighboring BSS information.  However, proxy beacons are not triggered directly by beacon frames and are sent much less frequently.  The rules for sending proxy beacons are defined below.  Note that the 802.11E “proxy beacon” mechanism cannot be used to resolve contention due to overlapping BSSes on adjacent frequencies.

The rules for setting the NAV (i.e. for a hidden BSS) and the rules for generating proxy beacons, proposed in this paper, are consistent with the PCCA model and are intended to protect outbound multicast transmissions associated with DTIM beacons.  An AP can optionally initiate CFPs to mitigate contention for DTIM multicast traffic; however, the CFPs end immediately after the last multicast transmission.  Note that nothing prohibits an AP from interleaving unicast traffic and polling sequences in a CFP (i.e. to reduce latency for QoS traffic).  The rules are NOT intended to support perfect CFP scheduling for long CFPs where most QoS traffic occurs in a CFP.

In the figures below, the solid circles represent the radio coverage areas of the two access points, AP1 and AP2.  The dotted circles, in figure 3, represent the extended coverage area of WSTAs associated with AP1 and AP2.

Figures 1-3 illustrate three general “overlap classes” where inter-BSS contention can occur.


In figure 1, AP1 and AP2 are within range; therefore, each AP can learn about the CFP of its neighbor AP by monitoring Beacon and Probe response frames.


In figure 2, AP1 and AP2 are not within range.  However, a WSTA, S1, is within range of both APs.  AP1 and AP2 can learn about the respective neighboring BSS by monitoring proxy beacon and (re)association messages sent by S1.


In figure 3, the dotted circles around AP1 and AP2 represent the extended coverage area of all the WSTAs associated with AP1 and AP2, respectively.  The physical coverage areas of AP1 and AP2 do not overlap; however, there is still inter-BSS contention for inbound transmissions.  Note that an outbound unicast data transmission generates inbound acknowledgments.  S1 and S2 are WSTAs in the BSS of AP1 and AP2, respectively.  S1, for example, can learn about the BSS for AP2 by monitoring transmissions from S2.  S1 can then forward the BSSID and frequency of AP2 to AP1 in (re)association messages.  Such indirect BSS overlap information is useful for mitigating contention if the interference area is much greater than the data area and/or if CFPs are used extensively for unicast transmissions. 

Definitions.

· Two BSSes “overlap” if any transmissions in one BSS can interfere with transmissions in the other BSS (i.e. because both BSSes are on the same frequency or an adjacent frequency).  Figures 1 to 3 are used to define visible BSS overlap, hidden BSS overlap, and indirect BSS overlap.

· Two BSSes are “neighbors” if the coverage or interference areas of the BSSes intersect in space.  Neighboring BSSes may not “overlap” because each BSS can be on a different discrete channel.

· A station determines that two BSSes are neighbors if it receives frames from the AP for each BSS within a “BSSOverlapWindow” time period (e.g. 1000 milliseconds)

· A channel is defined by the center frequency, the bandwidth, and the maximum data rate.

· DTIM traffic is any contention-free or contention-based multicast traffic associated with a DTIM beacon.  A DTIM collision occurs if DTIM traffic overlaps in two or more overlapping BSSes.

· The beacon information for an AP includes the TSF timer value, beacon interval, DTIM interval, and CFP interval, which may be 0.

Underlying assumptions.

· It is not reasonable to expect customers to configure AP channels to minimize inter-BSS contention.  A protocol is required that automatically 1) enables AP migration from relatively heavily loaded channels to more lightly loaded channels, 2) enables DTIM beacon scheduling to avoid DTIM collisions, and 3) enables APs to adjust the maximum transmission rate to minimize interference and contention.  

· The locations of APs are relatively stable.  Therefore, an AP can derive a relatively stable list of neighboring APs.  

· WSTA locations change rapidly.  Therefore, it is not possible to classify WSTAs by location.

· WSTAs must support frequency diversity (i.e. the ability to roam between channels).

· In each BSS, time is divided between an optional CFP (contention-free period) and a CP (contention period), as defined in the 802.11 standard.  In the PCCA model, an optional short CFP is used primarily to limit contention for outbound multicast transmissions associated with DTIM beacons.

· A BSS overlap mitigation protocol is useful for reducing contention-based transmissions that follow DTM beacons, even if CFPs are not used.

· A CFP must be small relative to the inter-DTIM period to accommodate co-located BSSes on the same channel.  

· An AP cannot change its center frequency or TSF timer frequently because such changes cause power-managed WSTAs to lose synchronization.  (An AP can adjust its TSF timer with a TSF migration algorithm.)

· Inter-BSS contention can be minimized, but not eliminated.

· A WSTA can scan multiple frequencies, including frequencies that are not used as center frequencies in the WSTAs ESS, to discover adjacent frequency contention.

Protocol overview.

· Each AP initially (i.e. on power-up) listens on each configured channel for a random period of time.  At the end of the listen period, the AP selects a channel with minimal inter-BSS contention.  The AP sets its TSF timer and TBTT to avoid DTIM traffic collisions with any detected overlapping BSS (if possible).  The channel and TSF timer can be dynamically adjusted, as required.

· All APs that participate in a DTIM beacon scheduling algorithm must use the same beacon period.  Beacon transmissions can be randomly delayed for 0 to n microseconds from the TBTT, to avoid repeated DTIM collisions in visible or hidden overlap areas.

· APs advertise “channel load” and “available bandwidth per QoS level” information in Beacon frames and Probe Response frames.  [Note that a station that requires guaranteed bandwidth, for example, could avoid APs that can’t provide it.]

· In general, WSTAs scan multiple frequencies and monitor Beacon, Probe response, and Proxy Beacon frames, to determine the “best” channel and parent AP and to learn about neighboring APs in the same ESS or an overlapping ESS.  An unassociated station, that does not have an active transmission request, should scan multiple frequencies before selecting a parent AP and transmitting a (re)association request.  [Stations with active transmit requests should roam as quickly as possible.]  An associated WSTA should periodically scan other frequencies to determine if a better parent AP exists on a different channel and to monitor neighboring APs.  An associated WSTA should be in the power-managed state on the parent AP when it scans other channels to avoid losing outbound frames. 

· If a WSTA discovers a “better” parent AP, then it  should roam to that AP (i.e. on a different channel) with some small probability, where the probability is related to advertised load and available bandwidth.

· WSTAs piggyback neighboring AP information on Proxy Beacon, Association, and Reassociation frames in a Neighbor BSS List element.  The rules for generating messages with Neighbor BSS List elements are listed below.

· APs use information obtained from Beacon and Probe-response transmissions and Neighbor BSS List elements in Proxy-Beacon and (Re)Association frames to build a table of neighboring BSSes.  Entries in the table are aged and discarded after some period of inactivity.  Each entry in the table is classified as “visible”, “hidden”, or “indirect”.  All entries contain the respective BSSID and center frequency.  Visible and hidden entries also contain the maximum transmit rate, channel load metrics, and beacon information (i.e. TSF timer value, beacon interval, DTIM interval, and a CFP interval).

· An AP advertises its list of neighboring BSSes to all other stations in a Neighbor BSS List element in Beacon frames.

· An AP uses a channel selection algorithm to migrate to the “best” channel for minimizing inter-BSS contention.  [For example, an AP can migrate to a more lightly loaded channel with some probability if the load difference is more than some threshold value.  A hold-down period (i.e. 10 minutes) can be used, after switching to a new channel, to avoid repeated channel changes.  Further study is required to develop a more deterministic algorithm.]  Before an AP changes to a new channel, it must transmit a DTIM beacon and a Disassociation request, to the broadcast address, with a “Channel Change” element.

· A WSTA that receives an 802.11 frame, with a Channel Change element, from its parent AP, should not automatically follow the parent AP to the new channel (unless it has a high-prioty transmit request).  Instead, the WSTA should enter its normal scanning state after a small random hold-down period.

· An AP can dynamically adjust its TSF timer to avoid DTIM collisions as new BSSes enter the network.  [It may be possible to slowly migrate the TSF timer, so that power-managed WSTAs do not lose synchronization.  Further study is required.]

WSTA rules for generating messages with a Neighbor BSS List element.

As noted above, a Neighbor BSS List element can be contained in proxy beacon and (re)association messages.  Each entry in the list is classified as either “visible” or “indirect”.  An indirect entry corresponds to a BSS where the respective station is not in-range of the AP for the BSS but is in-range of one or more WSTAs in the BSS.  Indirect entries only contain the BSSID and the center frequency for the BSS.  Each entry in the list contains an “age” field that is set to 0 when the entry is created or updated.

1) Proxy beacons are generated by WSTAs in hidden overlap areas.  In figure 2, for example, both AP1 and AP2 can discover each other when S1 sends a proxy beacon frame.  A WSTA determines that it is in a hidden overlap area if it receives beacons or probe responses from two or more APs within a BSSOverlapWindow period and at least one AP does not have a “visible” entry for another AP.

2) An associated WSTA in a hidden overlap area must generate a “proxy beacon”, after a random backoff, if it receives a beacon or probe response frame, from an AP, with an incomplete or “stale” neighbor list.  A list is “stale” if any entry in the list is “old” or if an entry has incorrect (i.e. beacon timing) information for the station’s parent AP.  The random backoff is selected as 0 or more beacon intervals.  A proxy beacon transmission is cancelled if any stale or incomplete neighbor list(s) is correctly updated during the backoff period (i.e. because another station sent a proxy beacon).  An entry is “old” if the age field indicates that it has not been updated for some threshold period (i.e. 1 or 2 minutes).

3) An entry in a Neighbor List is in a “hold-down” state if the entry age is less than some threshold value (i.e. 30 seconds).  A WSTA should not send a proxy beacon to update an entry that is in the hold-down state.  The hold-down state is intended to prevent repeated updates if 2 or more stations send inconsistent proxy beacons.

4) A proxy beacon contains a “visible” entry for each visible BSS.  Each entry contains channel information, channel load metrics, and beacon information.  

5) Neighbors are logically represented as BSS pairs in proxy beacons.  A TSF timer value for one BSS, in a pair, is represented as a relative offset from the TSF timer of the other BSS. 

6) WSTAs must include a Neighbor BSS List element with “visible” and “indirect” entries in (re)association frames.   TSF timer values are represented as an offset from the BSS TSF timer value.

Rules for updating an AP Neighboring BSS Table.

1) An AP creates or updates a visible entry whenever it receives a beacon or probe response from an AP.  Visible entries can overlay hidden or indirect entries.

2) An AP creates or updates a hidden entry for each “visible” entry in a Neighbor BSS List element if it does not already have a visible entry for the BSS. 

3) An AP creates or updates an “indirect” entry for each “hidden” entry in a Neighbor BSS List element if it does not already have a visible or hidden entry for the BSS.

Rules for setting the NAV for the TBTT of DTIM beacons in overlapping BSSes.

1) WSTAs and APs must automatically set their NAV for the TBTT of a “visible BSS”, as defined in the 802.11 specification.  

2) APs can optionally set their NAV for some relatively short duration (i.e. CFPMinDuration) for the TBTT of a “hidden overlapping BSS”.  Note that an overlapping BSS must be on the same frequency or an adjacent frequency, by definition.  The NAV is set for a hidden CFP to reduce contention for power-save multicast transmissions.  

3) The NAV is never set for the TBTT of an “indirect overlapping BSS”.  Indirect overlap information is useful for frequency load balancing, especially if the interference area is much greater than the data coverage area.  

4) A WSTA or AP cancels its NAV for a neighboring CFP if a) a CF-End frame is received with the respective BSSID, b) or a contention-period (CP) transmission, with the respective BSSID, indicates the CFP has ended.  
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