December, 2000
 IEEE P802.15-00/405r0

IEEE P802.15

Wireless Personal Area Networks

	Project
	IEEE P802.15 Working Group for Wireless Personal Area Networks (WPANs)

	Title
	Some Considerations on MLME and MAC SAPs, Access Mechanisms, and Frame Types and Formats for 802.15.3 MAC

	Date Submitted
	6 December 2000

	Source
	[Jin-Meng Ho]
[Texas Instruments]
[12500 TI Blvd Dallas, Texas 75243]
	Voice:
[+1.214.408.1994]
Fax:
[+1.972.761.6987]
E-mail:
[jinmengho@ti.com]

	Re:
	[Revision 0 … 6 December 2000 ]

	Abstract
	[This document originated from an action item assigned to the author by the TG3 MAC chair on the 802.15.3 MAC conference call on November 28, 2000 for writing some descriptions regarding MLME and MAC service primitives.  It provides some considerations on the MLME and MAC SAPs, and related issues on channel access mechanisms and frame types and structures.]

	Purpose
	[To provide some input to TG3 in drafting a simple yet effective 802.15.3 MAC]

	Notice
	This document has been prepared to assist the IEEE P802.15.  It is offered as a basis for discussion and is not binding on the contributing individual(s) or organization(s).  The material in this document is subject to change in form and content after further study.  The contributor(s) reserve(s) the right to add, amend or withdraw material contained herein.

	Release
	The contributor acknowledges and accepts that this contribution becomes the property of IEEE and may be made publicly available by P802.15.


I.  Reference Model

On the last day of the September 802.15.3 meeting, a motion was passed to adopt a layering model that conforms with the generic 802 layering structure.  That model is the part of the 802.11 reference model (Figure 11, ISO/IEC 8802-11:1999) that covers the data paths.  Specifically, it includes MAC SAP, PHY SAP, and PMD SAP data service interfaces, and MAC Sublayer, PLCP Sublayer, and PMD Sublayer below them, respectively.

Since from Tuesday's conference call we further have a consensus of employing the 802.11 template for the 802.15.3 drafting process, 802.15.3 will seem to use the complete 802.11 reference model as its own reference model, which thus also includes the management paths.  That is, the 802.15.3 reference model will also have MLME SAP, PLME SAP, and MLME-PLME SAP management service interfaces, and SME, MLME, and PLME that provide management functions and interact with one another via these interfaces.  These are essentially logical management interfaces and entities.

A.  MLME SAP

In 802.11, management services requested by the SME, and supported by the MLME, through the MLME SAP are power management, scan, synchronization, authenticate, de-authenticate, associate, reassociate, disassociate, reset, and start.  They are achieved through .request (from SME to MLME), .confirm (from MLME to SME), and/or .indicate (from MLME to SME) primitive exchanges.  It should be useful and desirable to examine these services for 802.15.3.

The 802.11e QoS baseline proposal as passed at the Tampa meeting added another service, called traffic specification update, to the MLME SAP.  This service is the only management service, in addition to those specified for a non-QoS MAC, that is needed for managing quantitative/parametrized QoS "links" within the LLC sublayer (immediately above the MAC SAP).  It provides a (management) path of passing, by means of the SME, such information as the setup/teardown of "links" and the corresponding traffic specification (i.e., QoS request), which occurred above the MAC, to the MAC sublayer for the setup/teardown and operation of the corresponding QoS "links" at the MAC.  This service is performed essentially on a "session" by "session" or "call" by "call" basis.  It together with the MAC SAP data services (which are performed "frame" by "frame" as described below) enables the MAC itself to provide data transport with quantitative QoS values (such as access delay and data rate).

Briefly, the SME obtains the setup/modification/teardown information and, if appropriate, the corresponding QoS requests for any external (to LLC) QoS "links" that request quantitative QoS support, as well as the link IDs that are used to label the data frames arriving from those QoS links, when such information occurs.  The SME then passes this information to the MLME, which will further send the information to the source or destination stations of those QoS links via management frames, which may be referred to as QoS link update.  When data frames are passed via the MAC_SAP from the LLC to the MAC, the service primitives will include the link IDs in their parameter lists.  By matching the link IDs with the QoS requests as specified in those MLME service primitives, the MAC knows how to handle the transport of the data frames.  If a QoS link originated from a slave has a QoS request of delay bounded and constant bit rate service, such as for voice traffic, the MAC of the master may send periodic polls to that slave such that the slave can have delay bounded and constant bit rate transmission for that QoS link.  If certain link IDs are preset in correspondence to priority levels or known applications (such as voice), and therefore the MAC knows their QoS requests a priori, this new MLME service will not be necessary.

Such a MLME service is also provided in 802.15.1 (BT 1.0) by the L2CAP.  The difference there is that BT 1.0 assumes the presence of a logical link control and adaptation layer on top of the MAC sublayer, with such a layer being capable of, and responsible for, making "connections" not only between itself and the local application layer (vertical) but also between itself and its remote peer (horizontal).  IEEE 802 networks cannot presume anything above the LLC, and therefore entail the above MLME service for providing (quantitative) QoS "connections" between the upper and link layers.

If 802.15.3 needs a similar MLME service for QoS support by the MAC, we can probably call it QoS link update, with the following details for the associated primitives as similarly described for 802.11e.

QoS Link Update

The following primitives describe how to add, delete, or modify a QoS link (QL), within a quantitative QoS piconet (Q-piconet), corresponding to a session or call originated from, or/and destined to, that piconet.  They are exchanged, and hence needed, only when the session/call reserves a bandwidth in advance and requests for quantitative QoS support.

1.  MLME-QLUPDATE.request

1.1 Function

This primitive requests definition (including redefinition) or deletion of a QL in the Q-piconet corresponding to a session/call originated from, or/and destined to, that piconet.

1.2 Semantics of the service primitive
The primitive parameters are as follows:


MLME-QLUPDATE.request
(


 QLAction,


 STAAddress,


 QLID,


 QLQOS


)

Here, QLAction specifies the action ("define", "delete") to be performed on the designated QL.  STAAddress is the address of an 802.15.3 STA to which the QL that is being defined or deleted is destined.  QLID (0-15) identifies the QL, with a QLID in the range of 0-7 reserved as these QLIDs correspond to matched priorities that are understood in accordance with 802.11D and therefore do not require the invocation of the primitive, and with a QLID in the range of 8-15 assigned by the SME to this parameter for designating the specified QL.  QLQoS specifies a set of QoS parameter values requested (but not necessarily guaranteed) for serving the QL at the MAC sublayer.  The content of QLQoS is ignored if the QLAction is "delete".

Note that the QL as specified above is directional, and logically allows an 802.15.3 slave to have 16 transmit and 16 receive QLs of different QoS requests at the same time, and a master to have 112 transmit and 112 receive QLs, plus a multicast/broadcast QL.  In reality, fewer transmit and receive buffers/queues may be implemented.

Also note that the QoS parameters in QLQoS may be source type ("continuous", "discontinuous"), delay threshold, jitter threshold, mean data rate, maximum burst size, peak data rate, retransmission timeout, etc.  Here, "continuous" source type denotes periodic or quasiperiodic traffic such as voice and video, while "discontinuous" source type represents bursty traffic such as data generated from web browsing.  A "continuous" source type indication enables the MAC of the master to arrange periodically transmission opportunities for the corresponding QL.  Mean data rate and maximum burst size are understood in terms of the widely used token bucket mechanism.
1.3 When generated

This primitive is generated by the SME at an 802.15.3 STA when the SME detects that a higher-layer QoS management entity wishes to define, redefine, or delete a session/call originated from, or/and destined to, the Q-piconet.

1.4 Effect of receipt

This primitive initiates a "define"/"redefine" or "delete" QL procedure, depending upon the value of the QLAction.  The MLME subsequently issues an MLME-QLUPDATE.confirm that reflects the results.

2.  MLME-QLUPDATE.confirm

2.1 Function

This primitive reports the results of a QL update attempt.

2.2 Semantics of the service primitive

The primitive parameters are as follows:


MLME-QLUPDATE.confirm
(


 ResultCode


)

Here, ResultCode ("success", "invalid_parameters", "unacceptable_parameters", "timeout") indicates the result of the MLME-QLUPDATE.request.

2.3 When generated

This primitive is generated by the MLME as a result of an MLME-QLUPDATE.request to define, redefine, or delete a QL, in the Q-piconet, corresponding to a session/call originated from, or/and destined to, that piconet.

2.4 Effect of receipt

The SME is notified of the results of the QL update procedure.

3.  MLME-QLUPDATE.indicate

3.1 Function

This primitive reports the occurrence of an update to a QL within the Q-piconet at the STA from which the QL originated.

Note that if this primitive occurs, the corresponding MLME-QLUPDATE.request and MLME-QLUPDATE.indicate primitives shall have been issued at another STA, which is usually the master, which shall have also sent to that QL originating STA a management frame, such as QL Update, which contains the values of QLAction, QLID, and QLQoS found in the MLME-QLUPDATE.request primitive.

3.2 Semantics of the service primitive

The primitive parameters are as follows:


MLME-QLUPDATE.indicate
(


 QLAction,


 STAAddress,


 QLID,


 QLQOS


)

Here, QLAction specifies the action ("define", "delete") to be performed on the designated QL.  STAAddress is the address of an 802.15.3 STA to which the QL that is being defined or deleted is destined.  QLID (0-15) identifies the QL, with a QLID in the range of 0-7 reserved as these QLIDs correspond to matched priorities that are understood in accordance with 802.11D and therefore do not require the invocation of the primitive, and with a QLID in the range of 8-15 assigned by the SME to this parameter for designating the specified QL, the SME being located in another STA and being the one that generated the corresponding MLME-QLUPDATE.request.  QLQoS specifies a set of QoS parameter values requested (but not necessarily guaranteed) for serving the QL at the MAC sublayer.  The content of QLQoS is ignored if the QLAction is "delete".

Note that the QL specified here was originated from the STA (a slave) reporting the occurrence of the QL update, but the QL update frame was sent from another STA (master) whose SME had detected the need for such an update from its higher-layer QoS management entity .  This occurs when the master assumes a centralized QoS management responsibility.

3.3 When generated

This primitive is generated by the MLME as a result of the occurrence of receipt of a QL Update management frame (described below) as part of a "define"/"redefine" or "delete" QL procedure that updates a QL originating from this STA.

3.4 Effect of receipt

The SME is notified of the occurrence of the QL update procedure and the primitive parameter values for that update.

B. MAC SAP

Under 802, data services requested by the LLC, and offered by the MAC, through the MAC SAP provide peer LLC entities with the ability to exchange MAC service data units (MSDUs) on a connectionless (packet switching) basis.  The MAC transports MSDUs by best effort, or by an effort to meet their QoS requests, as communicated through the MAC SAP on a per MSDU basis.  Such QoS support by 802.15.3 enables the service of voice, video, data, etc., in a wireless PAN.  The QoS requests may be qualitative or quantitative, as expressed in terms of priority or parametrization, respectively.

The MAC supports prioritized QoS by endeavoring to deliver MSDUs of higher priority in preference to other MSDUs of lower priority that may be queued for delivery throughout the piconet.  The value of the QoS priority of an MSDU is indicated directly in the QLID in the range of 0-7 in the MAC data service primitive for that MSDU as passed down to the MAC via the MAC SAP.

The MAC supports parametrized QoS by endeavoring to deliver MSDUs according to the corresponding QLQoS values previously provided for the QLs that are defined (redefined) to serve those MSDUs via the MLME.  The values of the QoS parameters of an MSDU are indicated indirectly in the QLID in the range of 8-15 in the MAC data service primitive for that MSDU as passed down to the MAC via the MAC SAP.  Such an indirect indication was made explicit by the previously issued MLME-QLUPDATE primitives that matched the QLID with the QLQoS values.

MAC Data Service

The IEEE 802.15.3 MAC supports the following service primitives as defined in ISO/IEC 8802-2: 1994:


MA-UNITDATA.request


MA-UNITDATA.indicate


MA-UNITDATA-STATUS.indicate

The following three subclauses give the LLC definitions of the primitives and specify parameter value restrictions imposed by IEEE 802.15.3.

1.  MA-UNITDATA.request

1.1 Function

This primitive requests a transfer of an MSDU from a local LLC sublayer entity to a single peer LLC sublayer entity, or multiple peer LLC sublayer entities in the case of group addresses.

1.2 Semantics of the service primitive

The primitive parameters are as follows:


MA-UNITDATA.request
(


 source address,


 destination address,


 routing information,


 data,


 priority,


 service class


)

The source address (SA) parameter specifies an individual MAC sublayer address of the sublayer entity to which the MSDU is being transferred.

The destination address (DA) parameter specifies either an individual or a group MAC sublayer entity address.

The routing information parameter specifies the route desired for the data transfer (a null value indicates source routing is not to be used).  For IEEE 802.15.3, the routing information parameter must be null.

The data parameter specifies the MSDU to be transmitted by the MAC sublayer entity.  For IEEE 802.15.3, the length of the MSDU must be less than or equal to 2304 octets.

The priority parameter specifies a prioritized or parametrized QoS request in terms of QLID for the data unit transfer.  IEEE 802.15.3 allows 16 values: an integer between and including 0 and 7 for directly indicated prioritized QoS or an integer between and including 8 and 15 for indirectly indicated parametrized QoS.

The service class parameter specifies the service class desired for the data unit transfer.  IEEE 802.15.3 allows two values: Reorderable or StrictlyOrdered.

1.3 When generated

This primitive is generated by the LLC sublayer entity whenever an MSDU is to be transferred to a peer LLC sublayer entity or entities.

1.4 Effect of receipt

On receipt of this primitive the MAC sublayer entity determines whether the request can be fulfilled according to the requested parameters.

If the MAC sublayer entity cannot fulfill the request according to the requested parameters, it discards the request and indicates the action to the LLC sublayer entity using an MA-UNITDATA-STATUS.indicate primitive which describes the reason for its inability to fulfill the request.

If the MAC sublayer entity is able to fulfill the request according to the requested parameters, it appends all MAC specified fields that are unique to IEEE 802.15.3 to the data parameter, passes the properly formatted frame to the lower layers for transfer to peer MAC sublayer entity or entities, and indicates the action to the LLC sublayer entity using an MA-UNITDATA-STATUS.indicate primitive with transmission status set to "successful".

2.  MA-UNITDATA.indicate

2.1 Function

This primitive defines the transfer of an MSDU from the MAC sublayer entity to the LLC sublayer entity, or entities in the case of group addresses.  In the absence of error, the contents of the data parameter are logically complete and unchanged relative to the data parameter in the associated MA-UNITDATA.request primitive.

2.2 Semantics of the service primitive

The primitive provides parameters as follows:


MA-UNITDATA.indicate
(


 source address,


 destination address,
 

 routing information,


 data,
 

 reception status,


 priority,


 service class


)

The SA parameter is an individual address as specified by the SA field of the incoming frame.

The DA parameter is either an individual or a group address as specified by the DA field of the incoming frame.

The routing information parameter specifies the route that was used for the data transfer.  IEEE 802.15.3 will always set this field to null.

The data parameter specifies the MSDU as received by the local MAC entity.

The reception status parameter indicates the success or failure of the received frame for those frames that IEEE 802.15.3 reports via a MA-UNITDATA.indicate.  This MAC only reports success as all failures of reception are discarded without generating MA-UNITDATA.indicate.

The priority parameter specifies the receive processing priority that was used for the data unit transfer.  IEEE 802.15.3 allows 16 values: an integer between and including 0 and 15.

The service class parameter specifies the receive service class that was used for the data unit transfer.  IEEE 802.15.3 allows two values: Reorderable or StrictlyOrdered.

2.3 When generated

The MA-UNITDATA.indicate primitive is passed from the MAC sublayer entity to the LLC sublayer entity or entities to indicate the arrival of a frame at the local MAC sublayer entity.  Frames are reported only if they are validly formatted at the MAC sublayer, received without error, received with valid security properties according to the security policy at the local MAC sublayer entity, and their destination address designates the local MAC sublayer entity.

2.4 Effect of receipt

The effect of receipt of this primitive by the LLC sublayer is dependent on the validity and content of the frame.

3.  MA-UNITDATA-STATUS.indicate

3.1 Function

This primitive has local significance and provides the LLC sublayer with status information for the immediately preceding MA-UNITDATA.request primitive.

3.2 Semantics of the service primitive

The primitive parameters are as follows: 


MA-UNITDATA-STATUS.indicate
(


 source address,


 destination address,


 transmission status,


 provided priority,


 provided service class


) 

The SA parameter is an individual MAC sublayer entity address as specified in the associated MA-UNITDATA.request primitive.

The DA parameter is either an individual or group MAC sublayer entity address as specified in the associated MA-UNITDATA.request primitive.

The transmission status parameter is used to pass status information back to the local requesting LLC sublayer entity.  IEEE 802.15.3 specifies the following values for transmission status when delivery of the MSDU is attempted:

a) Successful; 

b) Excessive data length;

c) Non-null source routing;

d) Unsupported priority (for priorities other than an integer between and including 0 and 15);

e) Unsupported service class (for service classes other than Reorderable or StrictlyOrdered);

f) Unavailable service class (for StrictlyOrdered service when the stations power management mode is other than active);

g) Undeliverable (no piconet available);

h) Undeliverable (the local MAC sublayer entity does not have the required credentials or other security data to transmit the frame).

The provided priority parameter specifies the priority that was used for the associated data unit transfer (an integer between and including 0 and 15).

The provided service class parameter specifies the class of service used for the associated data unit transfer (Reorderable or StrictlyOrdered).

3.3 When generated

The MA-UNITDATA-STATUS.indicate primitive is passed from the MAC sublayer entity to the LLC sublayer entity to indicate the status of the service provided for the corresponding MA-UNITDATA.request primitive.

3.4 Effect of receipt

The effect of receipt of this primitive by the LLC sublayer is dependent upon the type of operation employed by the LLC sublayer entity.

II.  Channel Access Mechanisms

The consensus in 802.15.3 seems to embrace both contention-free and contention-based transmissions for channel access.   Nevertheless, there are still three critical issues that warrant careful consideration.

A.   Strict partitioning between contention-free period and contention period?

The current 802.11 standard imposes a hard division between contention-free period and contention period over each beacon interval.   That is, a beacon is followed by a optional contention-free period wherein only contention-free transmissions as controlled by a point coordinator (master) can take place.   Within this contention-free period, the order of transmissions by the access point that contains the point coordinator and by stations associated with the access point is not standardized, as it does not affect interoperability among stations.   This is basically a scheduling policy issue and is up to the vendor to implement its own scheduling algorithm based on certain QoS service disciplines for QoS support within the MAC.   That is, we need not, and must not, specify a central scheduling algorithm for contention-free transmissions.   What is important for interoperability is to have commonly understood transmission rules and frame types and formats.   After the contention-free period then appears the contention period wherein transmissions are based on distributed contention, i.e., CSMA/CA with independent binary exponential backoffs for stations involved in a collision.

The 802.11e activity is changing such a hard division rule to allow for flexible alternations between contention-free and contention-based transmissions.   That is, contention-free transmissions will not be enabled for a relatively long contention-free period per beacon interval, and therefore need not be long waiting for the next contention-free period after the current one is over.   They can be effected for a much shorter duration corresponding to a frame exchange sequence and as often as needed within a beacon interval.   Likewise, contention-based transmissions will not be allocated with a relatively long contention period, thereby greatly reducing the uncertainty of medium occupancy length and hence improving the capability of controlling access delay and jitter for the transport of delay-sensitive traffic.

Hybrid contention-free and contention-based mechanisms serve well for a broad range of channel loads, since it will be rather easy to design a MAC algorithm (which is not to be standardized) that provides contention-based and/or contention-free transmissions in response to real loading conditions.   They also facilitate the mitigation of overlapping BSS (piconet) interference.   In fact, 802.15.3 has an additional advantage (over 802.11e) as it does not even have the legacy constraint of a strict partitioning between contention-free and contention-based transmissions per beacon interval.   Flexible alternations between contention-free and contention-based transmissions can, and should, be introduced in drafting the 802.15.3 MAC.

B.   TDM variants for contention-free transmission?

The primary, and potential, use of TDM-like scheduling is for constant bit rate transmissions, which can be also achieved by periodic transmissions by the master if the transmissions are from the master, or by periodic polls or permits issued by the master to the slave if the transmissions are from that slave.   A paper recently submitted by Cisco to 802.11e (doc IEEE 802.11-00/448) makes the following evaluation on the TDM-like scheduling mechanism (TXOP standards for transmission opportunity, TBTT for target beacon transmission time, and EAP for enhanced access point):

...a “persistent poll” or “scheduled TXOP” mechanism that effectively uses time-division multiplexing as the access method for inbound transmissions from parameterised stations.   A scheduled TXOP is at a fixed time offset from the TBTT and has a fixed duration.   The mechanism is intended for fixed-rate flows.   Some issues associated with scheduled TXOPs include:

· Scheduled TXOPs do not work well for intermittent interactive voice flows and variable-rate streaming video flows.   

· Scheduled TXOPs obviously increase the complexity of channel access logic.

· Scheduled TXOPs exacerbate the hidden node problem, as compared to explicit polling, because an initial poll from the EAP does not reserve the channel at the EAP.

· It is difficult to correlate the scheduled TXOP rate with the application sampling rate for the same reason that it is difficult to schedule CF polls (see figure 1).   In practice, the DTIM rate must match the application sampling rate.

· Delayed beacons and power-save multicast traffic make it difficult to schedule TXOPs relative to the TBTT.   A TXOP cannot immediately follow the TBTT, therefore, it is likely that TXOPs will introduced dead time in the respective CFP.   

On the other hand, polling mechanisms in the form of single transmission per poll (Permit) and multiple transmissions per poll (M-Permit) are simple and efficient; they are well fit not only into the WLAN but also into the WPAN environments.   They can be used for delay-sensitive constant bit rate and variable bit rate traffic as well as delay-tolerant available bit rate traffic; they can even be employed for contention-based transmissions, as further explained below (cf.  doc IEEE 802.15-00/289r1, especially slides 13-20).

In brief, the master can send to a slave a Permit frame which contains a field specifying the maximum time that can be used by that slave for transmitting a frame or frames following the Permit frame.   The master can also broadcast an M-Permit frame specifying which slaves in the piconet can transmit using an address bit map field, specifying the order of transmissions in accordance with the order of slaves permitted in the address bit map field, and specifying the maximum transmission time for slaves permitted to transmit after the M-Permit frame.   The address bit map field occupies only an octet, i.e., eight bits, with a "1" ("0") in the nth (n = 0-7) bit of the field indicating that the station with an AM_ADDR value of n is (not) given a transmission opportunity by this M-Permit frame.

If the MAC of the master is informed by the MLME of a new session/call that entails delay-sensitive periodic (CBR) or quasiperiodic (VBR) data transmission from a QoS Link (QL) originated from a slave, it will provide periodic transmission time for that QL by periodically sending Permit or/and M-Permit frames to that slave.

C.   CSMA/CA with binary exponential backoff for contention-based transmission?

Binary exponential backoff CSMA was developed primarily for distributed contention in a shared network where no central entity such as a master is available to coordinate the contention among transmitting stations.   It was a good design for wireline Ethernet.   However, its applicability to a WPAN raises three important issues:

First, its implementation on a wireless medium is not simple.   A clear channel access or channel sensing mechanism needs to be implemented and constantly activated on the PHY and communicated to the MAC, and a backoff timer needs to be implemented and constantly activated on the MAC.

Second, its performance is by no means optimal.   Transmission and retransmission decisions are based on local knowledge of the transmitting station, which degrades the access delay and channel utilization performance compared to a centralized contention scheme as controlled by a master which makes use of the global channel status.

Third, its suitability to a WLAN is not justified.    CSMA was designed to accommodate a potentially large number of contending stations and might hinder the throughput of the channel when there are not many contending stations.   In contrast, a WPAN is anticipated to have only a limited number (up to seven at most according to BT 1.0) of simultaneous actively transmitting stations, and a simpler and more effective contention mechanism may be based on the polling mechanism that can be used for contention-free transmission as well, in the form of "M-Permit" (cf.  doc IEEE 802.15-00/289r1, especially slides 13-20).

In particular, if the master decides to solicit the transmission from some or all slaves, it sends an M-Permit frame with the corresponding bits in the address bit map field set to 1, and with the specification of the maximum transmission time for each permitted slave.   Those permitted slaves, i.e.,  the slaves that found their respective bits in the address bit map field to be 1, may send a data frame or a permit request frame in the order specified.   A permitted slave sends a data frame if the maximum transmission time specified in the M-Permit frame is large enough for doing so; otherwise, a permitted slave sends a (short) permit request frame requesting for a larger transmission time conveyed by another permit, in the form of Permit or M-Permit, by the master.   Each data frame and permit request frame may further piggyback the size of the queued QL to the master, so that the master will arrange for more transmission times for the queued station, again by Permit or/and M-Permit frames.   Such mechanisms are very suitable for variable bit rate traffic and bursty traffic.   Periodic permits and permit requests may be jointly used to serve delay-sensitive variable bit rate traffic.   Permit requests are very useful for transmitting bursty traffic; they enable the requesting slaves to send in a contention-free manner a burst of data frames.   With CSMA, each of such data frames would entail a separate contention, thereby resulting in potentially intensive contention and performance degradation.   Enabling data transmissions or permit requests via M-Permit frames are also inherently consistent with the desirable flexible alternations of contention-free and contention-based transmissions.

Piggybacked permits may be effected as well, that is, data frames sent by the master to a slave may contain a piggybacked permit subtype for allowing that slave to transmit after receiving the data frame, with the maximum transmission time for the slave specified in a field of that data frame (cf.  doc IEEE 802.15-00/289r1, slide 14).   Moreover, piggybacked acknowledgments may also be provided, that is, a station, upon receiving a frame from another station, may send a frame to yet another station while acknowledging receipt of the first frame by using a piggybacked acknowledgment subtype for the second frame.

III.  Frame Types and Frame Formats

802.11 uses three types of frames for the MAC:  management, control, and data.   The use of management frames is closely related to the invocation of MLME SAP primitives, and is mainly for channel management purposes.   Control frames serve to control channel access.   Data frames are used to transport MSDUs, while at the same time being able to perform certain control functions through piggybacked polls or/and acknowledgments.

In 802.15.1/BT1.0, management frames are embodied in LMP messages.

A.   QoS management frames

Like 802.11e, 802.15.3 may define a QL Update management frame for performing "connections" and "disconnections" of QLs at the MAC.   At first glance, such a management frame serves to manage all QoS "connections" within the MAC, including the setup and teardown of QLs there.   But in reality, the MAC cannot initiate any "connections", and this management frame is just to synchronize the stations involved in a session/call to a common understanding of the information on a QL, such as the QLAction, QLID, and QLQoS pertaining to that QL, as provided by the higher layer QoS management entity to an SME (see sec.  IA).   A QL Update management frame is needed only in the case where quantitative QoS support for a QL is requested.   It relays the correspondence among the QLID, QLAction, and QLQoS values from the management entities to the MAC sublayer of involved stations.

B.   QoS control frames

As already mentioned in sec.  IIB, 802.15.3 may define two poll-type frames, Permit and M-Permit, with the former in the form of single transmission opportunity per Permit transmission while the latter in the form of multiple transmission opportunities per M-Permit transmission.   Permit frames should not be strange to the MAC community.   M-Permit frames are short and effective due to the small number of slaves active in a piconet (cf.  doc IEEE 802.15-00/289r1, slide 13).

C.   QoS data frames

In addition to the transmitter address (TA) and receiver address (RA), QLID must also be included in a QoS data frame, to indicate which QL at the receiving slave the data frame is destined to if the data frame is being transmitted from the master, or which QL at the transmitting slave the data frame is originated from if the data frame is being transmitted from a slave.   Furthermore, a piggybacked permit or/and an piggybacked acknowledgment may also be indicated in a QoS data frame (cf.  doc IEEE 802.15-00/289r1, slides 11 and 14).

Finally, in designing the frame formats, we need to separate the preamble (access code), PHY header, and MAC header, in order to be consistent with the service access points, PMD_SAP, PLCP_SAP, and MAC_SAP, that are located, respectively, over PMD Sublayer, PLCP Sublayer, and MAC Sublayer in the reference model.   To accommodate future PHY extensions, the PHY header should include the PHY layer characteristics such as the data rate, FEC scheme, and modulation used in the transmission of the PHY service data unit (PSDU) so that the PSDU can be properly received.   The PHY header should also indicate the length of the PSDU to facilitate the receiving process.   The PHY header will further have an HEC (header error check) field and be protected by a RS code (cf.  doc IEEE 802.15-00/289r1, slide 10).   On the other hand, the MAC header should include such fields as protocol version, frame type, RA, TA, MSDU length, and reception feedback for bit map based acknowledgments and selective retransmissions.   For effectiveness, RA and TA may be in the form of 802.15.1/BT1.0's AM-ADDR, which is only 3 bits long.   The MAC header will also have its HEC and RS code (cf.  doc IEEE 802.15-00/289r1, slide 11).   The content and format of the MAC protocol data unit (MPDU) payload will dependent upon the type of the MPDU (cf.  doc IEEE 802.15-00/289r1, slides 12-14).  
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