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General description

5.1 General description of the architecture

· This subclause presents the concepts and terminology used within the ISO/IEC 8802-15: 2000 document(referred to throughout the text as IEEE 802.15.3).  Specific terms are defined in Clause 3. Illustrations convey key IEEE 802.15.3 concepts and the interrelationships of the architectural components. IEEE 802.15.3 uses an architecture to describe functional components of an IEEE 802.15.3 PAN.  The architectural descriptions are not intended to represent any specific physical implementation of IEEE 802.15.3.

5.2 How wireless PAN systems are different from LANs

· Wireless PAN networks have fundamental characteristics that make them significantly different from traditional wired LANs and wireless LANs.  They are composed of small number of stations and intentionally limit the coverage area of the personal operating space (POS).  Further,  these stations typically have significant limits on available power.  Some countries impose specific requirements for radio equipment in addition to those specified in this standard.

5.2.1 Destination address does not equal destination location

· In wired LANs, an address is equivalent to a physical location.  This is implicitly assumed in the design of wired LANs. In IEEE 802.15.3, the addressable unit is a station (STA).  The STA is a message destination, but not (in general) a fixed location.

5.2.2 The medium impacts the design

· The physical layer used in IEEE 802.15.3 is fundamentally different from wired media.  Thus the IEEE 802.15.3 PHY:

· uses a medium that has neither absolute nor readily observable boundaries outside of which stations with conformant PHY transceivers are known to be unable to receive network frames.

· Is unprotected from outside signals.

· Communicates over a medium significantly less reliable than wired PHYs.

· Has a dynamic topology.

· Lacks full connectivity, and therefore the assumption normally made that every STA can hear every other  STA is invalid (i.e., STAs may be “hidden” from each other).

· Has time-varying and asymmetric propagation properties.

· Has limitations on wireless PHY ranges. PANs in fact are intentionally short range.

5.3 Components of the IEEE 802.15.3 PAN

· IEEE 802.15.3 is consists of several components.  The basic component is the STA.  Two or more stations within a POS communicating on the same physical channel comprise a personal service set (PSS).  One station is required to have the role of coordinator of the PAN.  The coordinator always provides basic timing for the PAN.  Additionally the coordinator manages the quality of service requirements of the PAN.

5.3.1 Personal Operating Space

· For wireless PHYs, well-defined coverage areas simply do not exist. Propagation characteristics are dynamic and unpredictable.  Small changes in position or direction may result in dramatic differences in signal strength or quality.  Similar effects occur whether a STA is stationary or mobile (as moving objects may impact station-to- station propagation).

· While the architecture diagrams show sharp boundaries for PSSs, this is an artifact of the pictorial representation, not a physical reality.  Since dynamic three-dimensional field strength pictures are difficult to draw, well-defined shapes are used by IEEE 802.15.3 architectural diagrams to represent the coverage of a POS.

IEEE 802.15.3 PANs are Ad Hoc

Because IEEE 802.15.3 PANs form without pre-planning, for only as long as the PAN is needed, this type of operation is often referred to as an ad hoc network.

5.3.2 Integration with other Networks

· To integrate the IEEE 802.15.3 architecture with a traditional wired LAN or a wireless LAN, a final logical architectural component is introduced—a portal.  A portal is the logical point at which MSDUs, external to the PAN enter the IEEE 802.15.3 DS.  For example, a portal is shown in Figure 6 connecting to a wired IEEE 802.3 LAN. All data external to the PAN enter the IEEE 802.15.3 architecture via a portal.  The portal provides logical integration between the IEEE 802.15.3 architecture and existing wired or wireless networks.  It is possible for one device to offer both the functions of a coordinator and a portal. 

5.4 Overview of Services

· IEEE 803.15.3 provides services to allow stations to form and terminate PANs and to transport data between stations.  The data transport supports multiple quality of service (QoS) levels with available privacy.  IEEE 803.15.3 provides services to authenticate stations with each other.  IEEE 803.15.3 also provides mechanisms to allow stations (including the coordinator) to minimize power requirements and still maintain the network.  IEEE 802.15.3 also provides for the coordinator to pass coordination to another station in the PSS.

5.4.1 Coordination

· A PAN is formed when a 803.15.3 station capable of coordination begins transmitting superframes.  One of the primary functions of the coordinator is to transmit a beacon with appropriate information about the PAN.  This beacon maintains timing useful for other services in the PAN.   The superframe is composed of three parts.

· Beacon

· Contention Access Period (CAP).  This is further comprised of two sub-parts: an RTS window and a data window.  The RTS window is used to assist power management.  The CAP is used to send QoS requests/grants and some data as well as authentication requests/grants.

· Contention Free Period (CFP).  This is composed of data streams with quality of  service provisions.
5.4.2 Authentication

Stations wishing to join the PAN must authenticate with the coordinator and then with any other station with which communication is required.  This is accomplished by using a public key exchange
.  This authentication can be "open", that is only the public key information of the station to which authentication is attempted is used.  It may also require a secret PIN to be know and transferred during the exchange,  thus allowing controlled authentication. A secret key is generated to allow privacy for any subsequent data exchange.

5.4.3 Data Transport

Stations can exchange data (using privacy if desired) using three data transport (QoS) services.  Data can be sent using a streamless asynchronous exchange,  by establishing an asynchronous connection, or by using a synchronous connection.  The streamless asynchronous exchange can be used for small amounts of data.

5.4.4 QoS

Asynchronous or Synchronous data streams can be established for use in the CFP.  The coordinator manages allocation of bandwidth based on station requirements and the stations then use the bandwidth as needed.  These streams are established via a connection process.  Temporarily unused bandwidth is automatically available to other streams.

5.4.5 Power Management

Stations not utilizing a data stream can reduce power requirements by turning off their radio transceiver until the next superframe begins.  During a CAP,  they can exchange data with other stations (streamless asynchronous exchange).  If stations are not known to be powering their receiver, the RTS window is used to notify the station of a message.

5.4.6 Transfer of Coordination

A coordinator can determine that another station is better suited to perform this role (via exchanges of capability information).  In that case,  a transfer of coordination can take place.  It is also possible for coordination function to be assumed by another station when a coordinating station is removed from the PSS (power off,  taken away,  etc).  In that case,  the best suited remaining station assumes the role.  Note that some data streams may need to be renegotiated.

5.5 Overview of Operation

An 802.15.3 PAN has several states of operation: establishment, stations join the PAN, stream connection establishment, data exchange, optional coordination function transfer, and network termination. These states operate around the structure of the superframe.

Power management is enabled by the use of the beacon allowing stations to power off components until a fixed time (the next beacon time or beginning of the superframe).  Stations need only be awake during the beacon and the subsequent RTS window of the CAP.  If no message for a station is indicated in the RTS window, and the station does not have activity for the CFP,  it can power down until the next beacon.

5.5.1 Superframe

The superframe is composed of three major parts: the beacon, the CAP and the CFP.  The CFP is used for asynchronous and synchronous data streams.

5.5.1.1 CAP

The CAP is composed of two subparts:  the RTS window and the Data window.  Within the CAP, CSMA/CA is used for medium access.

5.5.1.1.1 RTS Window

The RTS window is used for a station to request of another station that it remain awake to receive a command or data during the CAP data window.  This is only used when the requesting station does not know if the other station is in fact powered on.  Streamless data exchanges indicate to the receiving station information about power states.

5.5.1.1.2 Data Window

Streamless data exchanges and commands are transmitted during this period.  RTS/CTS may be used and unicast data requires an acknowledge.

5.5.1.2 CFP

The contention free window is used only by stations that have negotiated access via the coordinator.  There are two subparts: an asynchronous slot and a synchronous slot.  Each slot is composed of the appropriate data with many cycles,  each cycle assigned to a stream.  The coordinator evaluated the current usage with a new request for QoS and determines if the service can be granted.  During the CFP the slots alternate and the cycles step through each stream (0,1,2…).  All stations using streams will count the frames (and use information in the frames to verify the count) and use the cycles and slots that have been allocated to that station's streams.  If a station does not have data (especially true of asynchronous streams),  it defers from transmitting and the presence of the gap (called a mini-slot) in the flow of data indicates that the next stream may use the slot/cycle. If the station has data,  it immediately transmits the data.  Data in asynchronous streams shall be acknowledged,  but synchronous can optionally request acknowledgement.

Depending on the length of the CFP,  many iterations of the slot/cycle/mini-slots may occur.

5.5.2 Overview of States

5.5.2.1 Establishment of PAN

Establishment initiates the superframe and its parameters which establish the duration of the superframe, the duration of the CAP (and its subparts, the RTS window and data window) and the CFP.  The beacon contains information about all these parameters as well as the identity of the network so that subsequent stations may join.

5.5.2.2 Joining

A station desiring to join an 802.15.3 PAN will set its receiver to periodically listen on the various PHY channels for beacon.  If the beacon indicates a network of interest to the station, it will attempt to authenticate with the coordinator.  Upon success,  it is considered to be in the PSS and thus in the PAN.  The station will receive a secret key during authentication which can be used to encrypt data.  It will exchange capability information with the coordinator.  This capability information includes all the PHY data rates supported by the station,  its power management status (whether it needs to power manage or not) whether the station can be a coordinator, buffer space, etc.  From this exchange, a transfer of coordination could occur.

5.5.2.3 Stream Establishment

A station wishing to establish either an asynchronous stream or a synchronous stream will request the connection from the coordinator during the CAP.  Upon grant from the coordinator,  it will begin using the CFP in the next superframe.  The coordinator will assign a slot/cycle identifier to the requesting station.  The stream can be from any station to any other station in the PSS (peer to peer).

5.5.2.4 Data Exchange

Data can be exchanged on a stream in the CFP, or if the data is a single frame, in the data window of the CAP.  In the second case, if the destination station is not known to be powered up, the RTS window is also used and only if the destination response, will the data be exchanged.  Also in the second case,  RTS/CTS exchanges can be used if concern for hidden stations is present.

The data can be from any station to any other station in the PSS (peer to peer).

5.5.2.5 Coordination Transfer

It is possible for many reasons that the function of coordinator should be transferred. 

· The current coordinator is unsuited to required capabilities (for instance, it is unable to manage QoS).  This could occur when a new stations joins.

· The current coordinator is removed for some reason (e.g. it is moved outside the POS).

5.5.2.6 Network Termination

The network can be terminated by a request from a station to the coordinator, and the coordinator broadcasting a network termination command.  Similarly, the coordinator can be requested (through management) to terminate, and broadcast network termination.

It is very likely, however, that the network terminates by simply removing power from all the stations, or having all the stations removed from the POS.
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